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The Equalizer Installation and Administration Guide tells you how to install, configure, and maintain Equalizer™
load balancers running Release 8 of the Equalizer software.

In This Guide

This guide contains the following chapters and appendices:

Chapter 1, Equalizer Overview, contains detailed descriptions of Equalizer concepts and terminology. This
chapter includes information to help you plan your Equalizer configuration. If you are setting up Equalizer
for the first time, be sure to read the Overview chapter before attempting to install and configure your
system.

Chapter 2, Installing and Configuring Equalizer Hardware, provides comprehensive instructions for
installing Equalizer hardware and setting up Equalizer to work with your networks and servers.

Chapter 3, Using the Administration Interface, discusses how to use Equalizer’s HTML-based
administration interface, including adding administrative logins with distinct permissions.

Chapter 4, Configuring Equalizer Operation, tells you how to configure through the Equalizer
Administration Interface, including setting up a failover configuration.

Chapter 5, Administering Virtual Clusters, tells you how to add and remove virtual clusters and servers,
changing load balancing options, and shutting down servers.

Chapter 6, Monitoring Equalizer Operation, describes how to view information, statistics, and graphical
displays about Equalizer’s operation.

Chapter 7, Using Match Rules, shows you to create match rules that distribute requests based on a request’s
attributes.

Chapter 8, Administering GeoClusters, shows you how to use the Envoy add-in to add and remove
geographic clusters and sites and change geographic load balancing and targeting options.

Appendix A, Server Agent Probes describes how to develop custom server agents.

Appendix C, Using Reserved IP Addresses describes how to configure Equalizer to distribute requests to
servers assigned IP addresses on reserved, non-routable networks.

Appendix D, Regular Expression Format discusses Equalizer’s regular expressions, components, formats,
and usage.

Appendix E, Using Certificates in HTTPS Clusters shows you how to obtain and install certificates for
HTTPS clusters.

Appendix F, Troubleshooting helps you to diagnose problems with Equalizer.
Appendix G, License and Warranty contains the complete License and Warranty information.

Appendix H, Additional Requirements lists additional hardware related requirements for Equalizer
installations.

Equalizer Installation and Administration Guide Xiii



Chapter : Preface

* Appendix I, Equalizer VLB Beta | describes the optional Equalizer VLB product, which supports
integration of Equalizer with VMware Infrastucture and ESX Server virtual machine configurations.

e The Glossary defines the technology-specific terms used throughout this book.

e Use the Index to help find specific information in this guide.

Typographical Conventions

The following typographical conventions appear throughout this guide:
Italics indicates the introduction of new terms, is used to emphasize text, and indicates variables and file names.

Boldface text highlights command names in instructions and text entered by the user. Boldface text highlights
graphical administrative interface screen elements: labels, buttons, tabs, icons, etc.

Courier text is used to denote computer output: messages, commands, file names, directory names, keywords, and
syntax exactly as displayed by the system.

Sequences such as “Equalizer > Status > Event Log” are used to indicate the Administrative Interface click-path
the user should follow to display the information or form relevant to the task at hand. In this example, the user
would click on the Equalizer system name displayed on the left side of the Administrative Interface, then click on
the Status tab on the right side of the screen, and then click on the Event Log sub-tab. Similarly, “Cluster > Probes”
starts by selecting a cluster name in the left frame tree, and “Server > Reporting” starts with a server name.

1. Numbered lists show steps that you must complete in the numbered order.

e Bulleted lists identify items that you can address in any order.

Note — Highlights important information and special considerations.

Caution — Warns when an action could result in loss of data or damage to your equipment.

é Emphasizes safety information or information critical to Equalizer operation.

Where to Go for More Help

Customer Support contact information is available from the Support link on our main web page at http://
www.coyotepoint.com. Register today for access to the Coyote Point Support Portal at:

http://support.coyotepoint.com
Registration provides you with a login so you can access these benefits:
e Support FAQ: answers to our customer's most commaon questions.

¢ Moderated Customer Support Forum: ask questions and get answers from our support staff and other
Equalizer users.

e Software upgrades and security patches: access to the latest software updates to keep your Equalizer
current and secure.

¢ Online device manuals, supplements, and release notes: the latest Equalizer documentation and updates.
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Chapter 1: Equalizer Overview

Introducing Equalizer

Equalizer® is a high-performance content switch that features:
< Intelligent load balancing based on multiple, user-configurable criteria

« Non-stop availability with no single point of failure, through the use of redundant servers in a cluster and
the optional addition of a failover (or backup) Equalizer

e Layer 7 content-sensitive routing

e Connection persistence using cookies or IP addresses

e Real-time server and cluster performance monitoring

e Server and cluster administration from a single interface

e SSL acceleration (with the optional Xcel Card add-on)

e Data compression (with the optional Express Card add-on)

e Geographic load balancing (with the optional Envoy software add-on)

This document describes the features and capabilities of the Equalizer units available at the time this document was
prepared. For a current list of products and their features, please visit Coyote Point’s website at
(www . coyotepoint.com).

Intelligent Load Balancing

Equalizer functions as a gateway to one or more sets of servers organized into virtual clusters. When a client
submits a request to a site that Equalizer manages, Equalizer identifies the virtual cluster for which the request is
intended, determines the server in the cluster that will be best able to handle the request, and forwards the request to
that server for processing.

To route the request, Equalizer modifies the header of the request packet with the appropriate server information and
forwards the modified packet to the selected server. Depending on the cluster options chosen, Equalizer may also
modify the headers in server responses on the way back to the client.

Equalizer support clusters that route requests based on either Layer 4 (TCP or UDP) or Layer 7 (HTTP or HTTPS)
protocols. Layer 4 is also referred to as the Transport Layer, while Layer 7 is referred to as the Application Layer.
These terms come from the OSI and TCP/IP Reference Models, abstract models for network protocol design.

In general, Layer 4 clusters are intended for configurations where routing by the destination IP address of the request
is sufficient and no examination of the request headers is required. Layer 7 clusters are intended for configurations
where routing decisions need to be made based on the content of the request headers; Equalizer evaluates and can
modify the content of request headers as it routes packets to servers; in some cases, it can also modify response
headers in server responses on their way back to the client.

2 Equalizer Installation and Administration Guide


http://www.coyotepoint.com

Introducing Equalizer

a. Note that some LDAP/LDAPS implementations are UDP-based.

Regardless of cluster type, Equalizer uses intelligent load balancing algorithms to determine the best server to
receive a request. These algorithms take into account the configuration options set for the cluster and servers, real-
time server status information, and information from the request itself. For Layer 7 clusters, user-defined match
rules can also be used to determine the route a packet should take.

E250si Limitations

Because model E250si Equalizers support Layer 4 TCP and UDP clusters only, the following Layer 7 features are
not supported and do not appear in the administrative interface on the E250si:

e Layer 7 HTTP and HTTPS clusters (these protocols can be load balanced using a Layer 4 TCP cluster)
¢ Cookie-based persistence
e Match rules

e Parameters and flags specific to Layer 7 connections
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Load Balancing Configuration

When you configure your virtual cluster, you can select one of the following load-balancing algorithms to control
how Equalizer balances the load across your servers: round robin, static weight, adaptive, fastest response, least
connections, or server agent.

When you configure the servers in a virtual cluster, you assign a static weight between 20 and 200 for each server.
When you select one of the adaptive load-balancing algorithms (i.e., any algorithm other than round robin),
Equalizer uses the servers’ static weights as a starting point to determine the percentage of requests to route to each
server. Each server handles a percentage of the total load based on its fraction of the total weights in the server
cluster. Equalizer dynamically adjusts server weights according to real-time conditions to ensure that Equalizer
routes requests to the server that is best able to respond. A server with a weight of zero (0) is considered down or
unavailable, and Equalizer does not route new requests to servers in this state.

Real-Time Server Status Information

Equalizer gathers real-time information about a server’s status using ICMP Probes, TCP Probes, Active Content
Verification (ACV), and Server Agents. ICMP and TCP Probes are the default probing methods.

ICMP Probes uses the Internet Control Message Protocol to send an "Echo request" to the server, and then wait for
the server to respond with an ICMP "Echo reply" message (like the Unix ping command). ICMP is a Layer 3
protocol. ICMP probes can be disabled via a global flag.

TCP Probes establish (and tear down) a TCP connection between Equalizer and the server, in a typical Layer 4
exchange of TCP SYN, ACK, and FIN packets. If the connection cannot be completed, Equalizer considers the
server down and stops routing requests to it. TCP probes cannot be disabled.

Equalizer’s Active Content Verification (ACV) provides an optional method for checking the validity of a server’s
response using Layer 7 network services that support a text-based request/response protocol, such as HTTP. When
you enable ACV for a cluster, Equalizer requests data from each server in the cluster (using an ACV Probe string)
and verifies the returned data (against an ACV Response string). If Equalizer receives no response or the response
string is not in the response, the verification fails and Equalizer stops routing new requests to that server. (Note that
ACV is not supported for Layer 4 UDP clusters.) For more information, see “Using Active Content Verification
(ACV)” on page 86.

Server Agent Probes are an optional feature that enable Equalizer to communicate with a user-written program (the
agent) running on the server. A server agent is written to open a server port and, when Equalizer connects to the
port, the server agent responds with an indication of the current server load and performance. This enables Equalizer
to adjust the dynamic weights of the server according to detailed performance measurements performed by the
agent, based on any metrics available on the server. If the server is overloaded and you have enabled server agent
load balancing, Equalizer reduces the server’s dynamic weight so that the server receives fewer requests. The
interface between Equalizer and server agents is simple and well-defined. Agents can be written in any language
supported on the server (e.g., perl, C, shell script, javascript, etc.). For more information see “Server Agent Probes”
on page 169.

Network Address Translation and Spoofing

Equalizer’s Network Address Translation (NAT) subsystem implements the spoofing feature for Layer 4 and Layer 7
clusters. When Equalizer receives a request destined for a cluster with the spoof option enabled, the NAT subsystem
rewrites the TCP/UDP and IP headers of the request packet -- using the client IP address as the source IP address.
For this reason, the servers in a cluster with spoofing disabled must be configured to use Equalizer as the default
gateway, to ensure that all responses go through Equalizer (otherwise, the server would attempt to respond directly
to the client IP). Equalizer keeps a record of the address translation performed, along with the cluster and server IP,
before forwarding the translated packet to the selected server. When the server responds to the request, Equalizer
performs the reverse translation on the response packets before forwarding them to the client -- using the cluster IP
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address as the source address in the packets. This is necessary since the client sent its original request to the cluster
IP and will not recognize the server’s IP address as a response to its request -- instead, it will drop the packet.

When IP spoofing is disabled, Equalizer uses it’s internal IP address as the source IP for all packets it sends on to the
servers in the cluster. The servers send responses directly back to Equalizer’s internal IP. When Equalizer receives
the packets, the NAT subsystem translates the source IP in the response packets (that is, the server IP) to the cluster
IP to which the client originally sent the request.

NAT can also be used for outbound packets, that is packets going from servers to clients in response to client
requests. When outbound NAT is enabled (the default), Equalizer translates the source IP in the response packets
from the server IP address to the Equalizer’s external interface IP address. This is usually required in dual network
mode when reserved IP addresses (e.g., 10.x.x.x, 192.168.x.x) are being used on the internal interface, so that clients
do not see reserved IP addresses in server responses. When Equalizer is in single network mode, outbound NAT
should be disabled.

For more information about NAT and spoofing options, see “Working with Virtual Clusters” on page 68.

Note that when Equalizer receives a packet that is not destined for a virtual cluster IP address, a failover IP address,
a client IP address on an open connection, or one of its own network interface IP addresses, Equalizer passes the
packet through to the network unaltered.

Maintaining Persistent Sessions and Connections

The persistence of session data is important when a client and server need to refer to data previously generated
again and again as they interact over more than one transaction, possibly more than one connection. Whenever a
client places an item in a shopping cart, for example, session data (the item in the cart, customer information, etc.) is
created that potentially needs to persist across many individual TCP connections before the data is no longer needed
and the session is complete.

It’s important to note that session persistence is managed by the server application, not Equalizer. Equalizer provides
server persistence so that a persistent connection between a particular client and a particular server can be
maintained; this supports a client-server session where session data is being maintained on the server for the life of
the connection. In other words, whether you need to enable persistence on Equalizer depends on the application you
are load balancing.

Equalizers have no knowledge of the fact that the user has placed something in a shopping cart, logged into a web
application, requested a file from shared storage, or made a "post" in a front end presentation server that has been
written to a database. Basically, a "state” has been created in the load balanced application of which Equalizer is not
aware. What Equalizer does know is that a specific client has been load balanced to a specific server in one of its
virtual clusters. With this knowledge, Equalizer can track that information and send that client back to the same
server they were connected the first time.

Equalizer provides server or connection persistence using cookies in Layer 7 HTTP and HTTPS clusters, and using
the client IP address in Layer 4 TCP and UDP clusters. The following sections explain connection persistence
provided by Equalizer, and its relationship to session persistence.

Cookie-Based Persistence (Layer 7)

Equalizer can use cookie-based persistent connections for Layer 7 HTTP and HTTPS clusters. In cookie-based
persistence, Equalizer "stuffs" a cookie into the server's response header on its way back to the client. This cookie
uniquely identifies the server to which the client was just connected. The client includes (sends) the cookie in
subsequent requests to the Equalizer. Equalizer uses the information in the cookie to route the requests back to the
same Server.

Equalizer can direct requests from a particular client to the same server, even if the connection is to a different
virtual cluster. For example, if a user switches from an HTTP cluster to an HTTPS cluster, the persistent cookie will
still be valid if the HTTPS cluster contains a server with the same IP address.
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If the server with which a client has a persistent session is unavailable, Equalizer automatically selects a different
server. Then, the client must establish a new session; Equalizer stuffs a new cookie in the next response.

IP-Address Based Persistence (Layer 4)

For Layer 4 TCP and UDP clusters, Equalizer supports IPaddress based persistent connections. With the sticky
connection feature enabled, Equalizer identifies clients by their IP addresses when they connect to a cluster.
Equalizer then routes requests received from a particular client during a specified period of time to the same server
in the cluster.

A sticky timer measures the amount of time that has passed since there was a connection from a particular IP address
to a specific cluster. The sticky time period begins to expire as soon as there are no longer any active connections
between the client and the selected cluster. Equalizer resets the timer whenever a new connection occurs. If the client
does not establish any new connections to the same cluster, the timer continues to run until the sticky time period
expires. At expiration, Equalizer handles any new connection from that client like any other incoming connection
and routes it to an available server based on the current load balancing policy.

To correctly handle sticky connections from ISPs that use multiple proxy servers to direct user connections,
Equalizer supports sticky network aggregation, which uses only the network portion of a client's IP address to
maintain a persistent connection. Sticky network aggregation directs the user to the same server no matter which
proxy he or she connects through.

You can also configure Equalizer to ensure that it directs requests from a particular client to the same server even if
the incoming connection is to a different virtual cluster. When you enable intercluster stickiness for a cluster,
Equalizer checks the cluster for a sticky record as it receives each connection request, just like it does for ordinary
sticky connections. If Equalizer does not find a sticky record, Equalizer proceeds to check all of the other clusters
that have the same IP address. If Equalizer still does not find a sticky record, it connects the user based on the
current load balancing policy.

Is Connection Persistence Always Needed With Session Persistence?

Session persistence is a function of the application and the state created when a user logs into a web site. If the
session persistence is maintained in the front end server, then Equalizer cookie persistence should be enabled. The
client must maintain the connection to the same front end server in order for the login to remain valid. For example,
Windows Terminal Services maintains a session directory "database” when a user logs into a session. If that state or
database is in the front end server, or even in a back end server that only associates the client connection to that front
end server, then the client must "persist" to the front end server to which it is originally connected.

In other configurations, the session "state" is kept in shared storage in a backend server or database that is accessible
to all the front end servers. If this is the case, then connection persistence may not be needed,; if the user is balanced
among servers, then the session can still be maintained across the front end server group via access to the shared
storage.

It’s therefore important to understand how the load balanced application provides session persistence when
managing persistent connections on Equalizer.

Layer 7 Load Balancing and Server Selection

Equalizer’s support for Layer 7 content-sensitive load balancing enables administrators to define rules for routing
HTTP and HTTPS requests, depending on the content of the request. Layer 7 load balancing routes requests based
on information from the application layer. This provides access to the actual data payloads of the TCP/UDP packets
exchanged between a client and server. For example, by examining the payloads, a program can base load-balancing
decisions for HTTP requests on information in client request headers and methods, server response headers, and
page data.
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Equalizer’s Layer 7 load balancing allows administrators to define rules in the administration interface for routing
HTTP and HTTPS requests according to the request content. These rules are called match rules. A match rule might,
for example, route requests based on whether the request is for a text file or a graphics file:

e load balance all requests for text files (html, etc.) across servers A and B
e load balance all requests for graphics files across servers C, D, and E
e load balance all other requests across all of the servers
Match Rules are constructed using match functions that make decisions based on the following:
e HTTP protocol version; for HTTPS connections, the SSL protocol level the client uses to connect.
»  Client IP address
* Request method (GET, POST, etc.)
«  All elements of the request URI (host name, path, filename, query, etc.)
»  Pattern matches against request headers

Match functions can be combined using logical constructs (AND, OR, NOT, etc.) to create extremely flexible cluster
configurations. Please see “Using Match Rules” on page 129 for an overview of Match Rules, a complete list of
match functions, and usage examples.

Geographic Load Balancing

The optional Envoy add-on supports , which enables requests to be automatically distributed across Equalizer sites
in different physical locations. An Equalizer site is a cluster of servers under a single Equalizer’s control. A is a
collection of sites that provide a common service, such as Web sites. The various sites in a geographic cluster can be
hundreds or even thousands of miles apart. For example, a geographic cluster might contain two sites, one in the
eastern U.S. and one on the U.S.’s west coast (Figure 1).

Geographic load balancing can dramatically improve reliability by ensuring that your service remains available even
if a site-wide failure occurs. Equalizer can also improve performance by routing requests to the location with the
least network latency.

T —

Envoy
SiteA ¢

N — S\ Site B

= ===

)
)
1)

i
i
i

Figure 1  Geographic cluster with two sites

Geographic Load Balancing Routing

Envoy routes each incoming request to the site best able to handle it. If a site is unavailable or overloaded, Envoy
routes requests to the other sites in the geographic cluster. When you enable geographic load balancing, Envoy
directs incoming client requests to one of the sites in the geographic cluster based on the following criteria:
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« Availability: If a site is unavailable due to network outage, server failure, or any other reason, Equalizer
stops directing requests to that site.

¢ Performance: Envoy tracks the load and performance at each site and uses this information to determine
the site that can process the request most efficiently.

e Distance: Envoy notes the site that is closest to the client (in network terms) and offers the least network
latency.

Distributing the Geographic Load

Envoy uses the Domain Name System (DNS) protocol! to perform its geographic load distribution. DNS translates
fully-qualified domain names such as www . coyotepoint.com into the IP addresses that identify hosts on the
Internet. For Envoy, the authoritative name server for the domain is configured to query the Equalizers in the
geographic cluster to resolve the domain name. When Envoy receives a resolution request, it uses the load-balancing
algorithms configured for the geographic cluster to determine the site that is best able to process the request and then
returns the address of the selected site.

For example, the geographic cluster ww . coyotepoint.com might have three sites (see Figure 2): one on the east
coast of the U.S., one on the west coast of the U.S., and one in Europe. The servers at each site are connected to an
Equalizer with the Envoy add-on installed.

"

i

/]
L/

Envoy Site C
(Europe)

P / N Iér;\;oy Site A
il fff (East Coast USA)
Envoy Site B

(West Coast USA)

Figure 2 Three-site geographic cluster configuration

When a client in California attempts to connect to coyotepoint.com:

1. For more information about DNS, see Paul Albitz and Cricket Liu, DNS and BIND, 3rd ed. (O'Reilly & Associates, 1998).
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The client queries the its local name server to resolve the domain name (see Figure 3).

S
8
=

Client’s
Local DNS

n
(California, USA) (Europe)

A\ o Authoritative Envoy Site A
Sy == = DfNS (East Coast USA)
A JENN . or
Envoy Site B =7 coyotepoint.com
(West Coast USA)

Figure 3  Client queries its local DNS for coyotepoint.com

2. The local name server queries the authoritative name server for coyotepoint.com (see Figure 4).

S Client's
Local DNS

(California, USA) (Europe)

7

/4

I\ y Authoritative Envoy Site A
=4 T = Dst (East Coast USA)
qHA AR . or

Envoy Site B =" coyotepoint.com
(West Coast USA)

Figure 4  Client’s local DNS queries the authoritative name server for coyotepoint.com

3. The authoritative name server provides a list of Envoy-enabled Equalizers and returns this list to the client’s
local DNS (see Figure 5).
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S Client’s

o Local DNS

Client oy Site C
(California, USA) Europe)
W o Authoritative Iérivby Site A
ER T = DfNS (East Coast USA)
Saadhs s o or
Envoy Site B =" coyotepoint.com
(West Coast USA)

Figure 5 The authoritative name server for coyotepoint.com returns a list of delegates

4. The client’s DNS selects one of the Equalizers in the list and queries it. If the queried site doesn’t respond, the
client tries each of the other sites.

5. Envoy returns the IP Address of the virtual cluster best able to handle the client’s request.

For more information on geographic load balancing using Envoy, see “Administering GeoClusters” on page 155.

Configuring the Equalizer Network

Equalizer is a versatile traffic management solution. It works in a single or dual network mode. If you have a second
unit, you can use it as a hot-backup unit. Equalizer also works with servers placed on a reserved, non-routable
network and allows for IP address aliasing.

You can use Equalizer in a number of configurations. Before you install Equalizer, you need to determine where it
will fit into your network and how you will configure it. This section describes some configuration choices. The
following section provides a worksheet to help you plan your configuration.
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Equalizer’s Network Ports

All Equalizers have two types of network ports: external and internal. The external port is a single gigabit-speed
port labeled External or Ext. The internal (or server) ports are labeled with numbers. Depending on the Equalizer
model, there may be four or more internal interface ports, and their speed varies according to Equalizer model.

Serial Port

External Port

Server Ports

Figure 6 Equalizer E350si

Equalizer’s External Port

The external port is connected to the network to which the client machines and possibly the Internet or an Intranet
are connected. This external network receives the client request packets that Equalizer distributes across the
available servers. Equalizer also uses the external network to transmit response packets to clients. This port is only
used for dual network (external and internal) configurations. It is not used for single network configurations; see
“Using Equalizer in a Single Network Environment” on page 13 for more information.

Hosts or routers on the external network can have routes to the internal network that are gatewayed through
Equalizer's external address. Equalizer’s external address is also used as an administration address, the IP address
used to connect to Equalizer’s browser-based administration interface.

Equalizer’s Server Ports

Servers that process the incoming requests connect to the server ports: either directly or through a network device
such as a switch, router or other network device. The servers must be accessible to Equalizer on the local subnet,
either by having an IP address on the internal interface subnet, or through a network route defined either on
Equalizer or on the gateway device for the configured subnet. This is illustrated in the diagram below.
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The example cluster shown in the diagram contains three servers, two on the local 10.0.0.0 subnet, and another on
another subnet. In this example, a static route would be needed on Equalizer to forward all packets for the 172.16.0.0
network to the gateway at 10.0.0.172. Similarly, the server at 172.16.0.33 would need a static route that forwards all
traffic for the 10.0.0.0 network through 172.16.0.10, the gateway address for the 10.0.0.0 network. As long as
Equalizer and the server can communicate via the internal interface subnet, the server can be used in a cluster.

The servers available via the internal interface subnet provide services on specific IP addresses and ports and are
organized into clusters. Equalizer's load-balancing subsystem translates client request packets to use a server IP as
the destination IP, and then forwards the packets. When a server machine sends a response packet back to a client, in
most cases it must send the response through Equalizer, which processes it and forwards it to the appropriate client
across the external network. In some configurations (such as Direct Server Return, or DSR), the server responds
directly to the client without going through Equalizer.

When using Equalizer with spoofing, you must configure the servers’ routing tables so that Equalizer is the gateway
for any outbound packets that leave the internal network. If the servers do not use Equalizer’s internal address as the
gateway when they send responses to clients, the reply packets will not be translated on their way to the client,
causing the clients to reject the reply packets because they do not belong to an established connection. (From the
client side, it would look like the server was not responding.) If you are using Equalizer without spoofing, you
usually do not need to configure your servers to use Equalizer as a gateway.

When using Equalizer in single network mode, the client machines, servers, Intranet and/or Internet must all connect
to Equalizer through one of the server ports.
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Using Equalizer in a Dual Network Environment

The most common Equalizer configuration is to have Equalizer function as the gateway between two separate
networks—the internal network where the servers reside and the external network on which clients and the Internet
or an Intranet reside. This is called a dual network configuration. Figure 7 shows this configuration in detail.

External
Network
~_ | ¥
Router/Firewall L
To Router ]
(External Interface)
lllllllllllllllllllll.lll L1} ==ll Equalizer
To Servers
Internal
Network
S S
= S s
Servers
(8] Q O
===

Figure 7 example dual network configuration

Using Equalizer in a Single Network Environment

If you do not want to split your network into internal and external networks, you can configure Equalizer to use a
single network configuration, effectively placing both the clients and servers on the same network. Figure 8 on page
14 shows this configuration in detail. Certain protocols that use dynamic port mapping or multiple TCP/UDP ports
work best in a single network environment. For example, use a single network configuration if you need your
servers on your internal network to communicate with a Windows file server or a machine running pcAnywhere™.

For switch-based Equalizer models, connect one of Equalizer's server ports to the network and do not use the
external port. Servers connect to the other server ports as usual. You must configure servers, which must have valid
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network addresses on the external network, to use Equalizer's internal address as the gateway for outbound packets.
You do not configure an IP address on the external port when using a single network configuration.

Client
|
o ¥
= Router T~
Windows
File Server

Equalizer

To Router

& llllllllllllllllllll.
W

e
e J
e

External Interface not used in
single network configuration

Servers load-
balanced by
Equalizer

Figure 8  Sample single network configuration for a switch-based Equalizer

Most operating systems allow you to specify a host route (gateway) for packets destined for specific hosts. If you
want your virtual clusters to accept connections from clients on the same network as the servers, you must configure
the servers to route packets destined for these clients through Equalizer. The clients on the local network must also
be configured to use the Equalizer as their gateway; clients that do not have such routes configured connect to the
server’s IP address directly and not through a virtual cluster (that is, they are not routed through Equalizer).

Using a Second Equalizer as a Backup Unit

You can configure a second Equalizer as a backup unit that will take over in case of failure. This is known as a
failover or hot-backup configuration. The two Equalizers are defined as peers, the primary unit and the backup unit.
If the primary Equalizer stops functioning, the backup unit adopts the primary unit’s IP addresses (clusters) and
begins servicing connections. In a failover configuration, the servers in a virtual cluster use a separate failover IP
alias as their default gateway, rather than the IP address of the cluster or external port on a particular Equalizer. The

failover alias migrates between the primary and backup unit as needed, automatically ensuring that the servers have
a valid gateway in the event of a failure.

In a failover configuration, both the primary and backup Equalizers are connected to the same networks; the backup
unit’s cluster and external ports must be connected to the same hubs or switches to which the primary Equalizer’s
ports are connected. Figure 9 on page 15 shows a sample failover configuration.
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Figure 9  Sample failover configuration

In the sample failover configuration, there is no single point of failure. If a router goes down, the other router takes
over; if a link fails, requests are routed through another link.
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Figure 10 shows a sample of the cabling of the Equalizers shown in Figure 9.
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Figure 10 Cabling example from the sample failover configuration

The backup-unit Equalizer monitors all traffic to and from the primary unit; both Equalizers periodically exchange
status messages over the local area network. The Equalizers also exchange current configuration information. When
you update the configuration on either machine, the configuration on its peer is automatically updated.

Should either Equalizer fail to respond to a status message probe, the other Equalizer begins a diagnostic cycle and
attempts to contact its peer via the other network ports. If these attempts fail, the peer is considered to be down.

When the backup Equalizer determines that its failover peer is down, it initiates a failover process:

1. The backup Equalizer configures the virtual cluster aliases on the external port and sends out “gratuitous ARP”
packets that instruct any external-network routers to replace ARP table entries that point to the physical address
of the failed Equalizer with the physical address of the backup unit.

2. The backup Equalizer configures a failover gateway alias on the port that is local to the servers.

*  With no backup configuration, the servers use the IP address of the cluster or external port as their
default gateway.

¢ Inahot-backup environment, the gateway address can migrate between the primary and backup unit.
This requires an additional address.

3. The Equalizer kernel changes from BACKUP mode to PRIMARY mode. The PRIMARY-mode Equalizer
performs gateway routing of packets between its cluster and external ports, address translation, and load
balancing.

When a failed unit is brought back online, it begins to exchange status messages with its failover peer. Once both
Equalizers have synchronized, the newly-started unit assumes the backup role.

Using Reserved IP Addresses

RFC 1597 defines blocks of internet IP addresses that will never be officially assigned to any entity, and will not be
routed through the Internet. This means that any site can use them in a local Intranet. These reserved or private IP
addresses are:

10.0.0.0 to 10.255.255.255
172.16.0.0 to 172.31.255.255
192.168.0.0 to 192.168.255.255

In environments where conserving IP addresses is important, using reserved IP addresses can minimize the number
of routeable IP addresses needed. Equalizer supports placing servers and clients on these reserved networks.

For example, an ISP hosting several hundred unique web sites replicated on three servers might not want to assign
real IP addresses for all of them because each virtual cluster would consume four addresses: three on the back-end
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servers and one for the virtual cluster. In this case, the ISP might use 10.0.0.0 (the now-defunct Arpanet) as the
internal network and assign virtual server addresses out of this network for the servers.

Figure 11 shows a reserved network configuration in detail.
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Figure 11 Reserved internal network configuration

If servers placed on a non-routable network need to communicate with hosts on the Internet for any reason (such as
performing DNS resolution or sending e-mail), you need to configure Equalizer to perform outbound NAT. When
you enable outbound NAT, Equalizer translates connections originating from the servers on the reserved network so
that external hosts will not see packets originating from non-routable addresses; specifically, it substitues the
Equalizer’s external interface IP address for the server address in the server reponse. If you use a failover
configuration, you must enable outbound NAT on both Equalizers. For more information, see “Setting Up a Failover
Configuration” on page 52.

Note — Because the external interface address is used when outbound NAT is enabled, you should disable
outbound NAT if your system is in single network mode.
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Sample Configuration Worksheets

Network Configuration

Before you begin to install and configure Equalizer, make a detailed diagram of your network configuration. Include
in it all the IP addresses that you’ll need to configure Equalizer. The following figure shows an example of such a
worksheet:

Firewall Addresses

_ ) DNS Server Addresses
lintemal used as gateway on Equalizer) {internal usad as name sarver on Equalizer)
External IP: External IP:
Internal IP: Internal IP:

Firesvall @ DMS Server

Equalizer Interface Addresses

Intermal IP:

MNetmask:

External IP:

(dual netwark anly)
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Failowver |IP:

(failover configuration anly)

MNetmask:

Figure 12 Network configuration worksheet
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Cluster Configuration

When you start adding clusters to Equalizer, you’ll need to configure parameters and options for each cluster that
you create, and these depend on the cluster type chosen. The following table shows the most important options to set
for each cluster type when you first create the cluster. Additional cluster settings are available to fine tune the

performance of your cluster after you get it working.

Figure 13 Cluster settings worksheet
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Server Configuration

The initial server parameters that you should configure for each load balanced server in a cluster are shown below. If
this server/port combination is in more than one cluster, include all clusters on the Cluster Name line. [Note that the
same IP/port combination cannot be used in more than one Layer 4 UDP cluster.] Additional server settings are
available that allow you to modify the default behavior.

Figure 14 Server settings worksheet

For a complete description of cluster and server settings, please see Chapter 5, “Administering Virtual Clusters.” on
page 67.
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Installing and Configuring Equalizer Hardware

This chapter contains all the information you need to get your Equalizer out of the box and onto your network:

Before You Turn Equalizer On for the First TIME .....coocviiii oot e e saaae e 22
Stepping Through the Hardware INStallation ... 22
Setting Up a Terminal or Terminal EMUIALOT .....occviiiiiiiiiec et 23
Serial CONMNECHION ....viiiiiieiie ittt ettt ettt b e sbr e bt e sae e r bt e senesere e 23
Performing Basic Equalizer CoNfigUIration ... e e e 23
Starting to Configure EQUANIZET ..........eeeiiee ettt e e e et e e e eneeeeas 24
Configuring Equalizer's Network INterfaCes .........uueiii i 24
SettiNg the TIME ZONE ...ciii ettt e ettt e e e et e e e e e e e nae e e e e e e smnteeeeeeaaneaeeanneeeas 26
Setting the DAt and TIME .......oii it e e e e e e st e e e e et be e e e e e e nneeeaaeeannneeeeanneeeas 26
Adding Administrative INterface LOGINS. .......oc.ueiiiiiiiiiiiie ettt e e e e e e e e neeeeean 27
Changing Equalizer's Console PASSWOIT ........cocuuuiiiiiiiiiiieeiaiiieee et e e et iee e et e e e e e e eneeeea e e nees 27
Upgrading EQUAlIZEN SOFIWAIE ......cooiiiiiiiiei ettt e e e e et e e e s e enne e e e e eaneeaaeean 27
Shutting DOWN EQUALIZET ... ..eeiieeeeeei ettt ettt e ettt e e e e et e e e e e smnee e e e e e aneeeeenneeeas 28
Managing Remote Access t0 the EQUALIZEN .......ooiiiiiiiii ittt et e 29
Managing the REmMOtE ACCESS ACCOUNT ......oiuuiiiieeiiiiiiee e e eset e e e e e s ee e e e st e e e e st e e e e e s stbaeeaeeessbaeeeaeas 29
Using the REMOE ACCESS ACCOUNE ....uvviiiieiiiiiiie e e e ettt ee e e e et tre e e e e st e e e e s st ee e e s e satbeeeaessntaraaeeeeannreeean 29
Configuring a Second Equalizer As a Backup (FailOVEr) .......oooiiiiiiiiiiiiiiiiee e 30
Configuring ROULING ON SEIVEIS .uiiiiiiiiiiiiiit ettt e e e e e e e e et e e e e stt e e e e e es b areaeeesasaaeessbaaaaeean 30
Configuring DNS and Firewalls fOr ENVOY ....coooiiiiiiiieiiee et e e 30
Configuring the Authoritative Name Server to QUEry ENVOY ........oooiiiiiiiiiii i 31
Using Geographic Load Balancing with FirewallS ..o 31
Testing Your BasiC CONfIQUIAtiON .....uuiiiiiiiiiii ettt e e e e e e et e e e e et eeennaaaeaeean 31
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Before You Turn Equalizer On for the First Time

The first step in setting up Equalizer is to connect it to the local area network and a power source. Once you have
installed Equalizer, you need to configure it as described in Chapter 3, “Configuring Equalizer Hardware”.

Please review the warnings located in Appendix H , Additional Requirements, on page 215 for precautions you must
take before installing your Equalizer hardware.

Stepping Through the Hardware Installation

To install Equalizer, follow these steps:
1. Carefully remove the Equalizer rack-mount enclosure and cables from the shipping container.

Save the original packaging in case you need to ship the Equalizer for any reason, such as sending it in for
warranty service. The Equalizer chassis does not contain any parts that you can service. If you open the chassis
or attempt to make repairs, you may void your warranty. See Appendix G, License and Warranty, on page 211.

2. Place the Equalizer in its intended position in an EIA equipment rack or on a flat surface. Please see Appendix
H , Additional Requirements, on page 215, for a list of environmental limits and power requirements for your
Equalizer.

3. If you have an optional Xcel SSL Accelerator Card or an Express Compression Card, install the card following
the instructions that came with the device. (Instructions can also be downloaded from the Device Manuals
section of the Support Portal; go to http://www.coyotepoint.com/support.php for more information.)

4. Connect a console to Equalizer. Do one of the following:

a. Connect a serial terminal or a workstation running terminal emulator software to the serial port on the front
panel of the Equalizer (see Figure 6 on page 11). Use the serial cable supplied with Equalizer.

b. Some Equalizer models also have a USB keyboard connector and VGA display adapter at the back of the
unit. You can connect a USB keyboard and VGA display to these ports as a console, instead of the serial
port. Use the cables supplied with the keyboard and display that you choose.

5. Connect Equalizer to the network with a quality category 5 network cable:

a. Touse Equalizer as an intermediary between an external and internal network, connect Equalizer to the
external network using the RJ-45 network connector marked Ext and connect Equalizer to the internal
network using one or more of the numbered internal network connectors.

b. For asingle-network topology with a switch-based Equalizer (more than two ports), connect Equalizer to
the external network using one of the numbered RJ-45 network connectors on the front panel of the
Equalizer and connect Equalizer to the internal network using one or more of the other numbered network
connectors.

¢. For asingle-network topology with a dual-port Equalizer, connect Equalizer using the
RJ-45 network connectors labeled Ext on the front panel of the Equalizer to a switch connected to both the
external network and the internal network.

6. Connect Equalizer to an appropriate power source using the supplied power cord, which plugs into the 3-pin
connector on the rear of the Equalizer enclosure. This system uses an auto-sensing power supply that can
operate at 50Hz or 60Hz, 110-240 VAC inpult.

7. Turn on the power using the switch on the rear panel.
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Setting Up a Terminal or Terminal Emulator

Setting Up a Terminal or Terminal Emulator

After the Equalizer hardware, you need to directly connect a terminal to Equalizer to complete the hardware
configuration.

Serial Connection

When you set up Equalizer for the first time, you must use a serial connection in order to configure Equalizer’s
network with the eqadmin interface. Connect the serial port on the Equalizer (see Figure 6) to the serial port on a
terminal, or any system (such as a Windows or Unix PC) running terminal emulation software.

Configure your terminal or terminal emulator software to use the following settings:

e 9600 baud
* 8 data bits
e  no parity

e one stop bit
e VT100 terminal emulation

» ignore hang-ups (if supported); this allows a single terminal session to continue running even if Equalizer
restarts

On Windows systems, you can use the Windows built-in terminal emulator, HyperTerminal, or the Tera Term Pro
terminal emulator to log in to Equalizer over the serial port. On Unix systems, you can use the cu(1) command or
any other Unix serial communication program.

If you use HyperTerminal, in addition to the settings shown above, select File > Properties > Settings from
HyperTerminal’s menu, select VT100 in the Emulation drop-down box, and then Terminal Setup to enable these
options:

e keyboard application mode
e cursor keypad mode

Tera Term Pro version 2.3 is freely available at:
http://hp.vector.co.jp/authors/VA002416/teraterm._html

Performing Basic Equalizer Configuration

The first time you configure Equalizer, you’ll need to use the Equalizer Configuration Utility (eqadmin) to specify
at least the following:

» Network Interfaces: Equalizer’s external and internal network interfaces and the netmasks associated with
these networks. You must at least configure one of the network interfaces with an IP address in order to
access the Equalizer browser based Administration Interface (described in the next chapter).

e Hostname/IP Address: The DNS hostname or IP address that is assigned to Equalizer.

» Default Gateway: The IP address of the router or other network device that Equalizer will use to forward
packets to the Internet or Intranet.

e DNS Server: The Domain Name Server Equalizer will use.
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Starting to Configure Equalizer

As Equalizer boots, the terminal displays a series of device probe and startup messages. Normally, you can ignore
these diagnostic messages. However, if you do not configure the terminal emulation software to ignore hang-ups, the
terminal session might exit twice during the boot process. If this happens, restart the terminal session.

To begin configuration, follow these steps:

1.
2.
3.

When the boot process is complete, press Enter on the terminal keyboard to display the login prompt.
When the login prompt appears, type eqadmin and press Enter.

When the password prompt appears, enter the eqadmin password and press Enter. Equalizer automatically
launches the Equalizer Configuration Utility, which provides a character-based interface for setting and
changing Equalizer configuration parameters.

If the terminal display is not readable or not formatted properly, press Esc and make sure that your terminal
emulator is set for VT100 emulation. Start over at Step 2.

To select a menu item within the configuration utility, press one or more arrow keys until you highlight the
desired item. If the arrow keys do not operate within your terminal emulator, you can use Ctrl-n to select the
next menu item or Ctrl-p to select the previous menu item. Press the Tab key to highlight one of the menu
actions (such as Select or Cancel) displayed at the bottom of the window. Then press Enter to continue.

Continue with “Configuring Equalizer’s Network Interfaces” on page 24.

Configuring Equalizer’s Network Interfaces

To configure the Hostname, Network Interfaces, Default Router, and DNS, use the following steps. Even if you are
using your Equalizer in a single network configuration, you need to enter information for both the external and
internal (server) interfaces.

1.

Once you log into Equalizer as shown in the previous section, the system displays the Equalizer Configuration
Menu:

Equalizer Configuration Menu
Equalizer main confipuration menu. Select one of the options below using
the arrow keys or typing the number of the option you wish to invoke.
Inveke an option by pressing Enter.
Tab to [Exit Installl te exit this utility

Interfaces et networking parameters
Time Zone Set the system's time zone.
Clock Set the system's time.

Manage users Manage browser adeministration users.

Console Set console password.

Commit Commit changes & reboot

Shutdown Shutdown system pricor to power-down. (does not commit)
Upprade Install new software

Manage ‘eqsupport’ Enable or disable 'eqsupport® CLI account

24

Exit Configuration

Figure 15 Equalizer Configuration Utility: Main Menu
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2. Inthe Equalizer Configuration Menu window, select option 1, Interfaces, and press Enter. Equalizer displays
the Configure network interfaces window (see Figure 16).

configure network interfaces
configure each of the network interfaces listed below
Assign an IP address on the external network to the external
interface and an IP address on the internal network to the
internal interface. The [internal network is the network the
servers are attached to, the external network is the network which 1is
closest to the internet router. Assign the appropriate netmask to each
interface, as well as a fully qualified hostname. Set the default gateway
to the IP address of the router on the external network.

bgel external ethernet interface
bgel -<internal ethernet interface

[Benfigure] Back

Figure 16 Equalizer Configuration Utility: Sample Interfaces

The interfaces shown in the screen above are examples only; the interfaces displayed for your system depend on
your hardware configuration.

3. Press one or more arrow keys until you highlight External Ethernet interface; then press Enter. The Equalizer
Configuration Utility displays the Network Configuration window (see Figure 17).

Network Configuration
Host: Domain:

equalizer]] example.com
Gateway: Name server:
172.16.0.1 10.0.0.254

configuration for Interface bgel
IP Address: Netmask :

172.16.0.20 255.255.255.0

Extra options to ifconfig:

]

[ vour fully-qualified hostname, e.q. foo.bar.com

Figure 17 Equalizer Configuration Utility: Network Configuration

4. Inthe Host field (required), enter the name for the Equalizer on your network. This can be the system node
name (such as “eq-ext”), or the fully qualified domain name (FQDN, such as
“eg-ext.customer.com™). If you supply the FQDN in the Host field, the Domain field will automatically be
filled in using the domain of the FQDN.

5. In the Domain field (required), enter the domain name for the Equalizer. (For example, for the fully qualified
domain name, eq-ext.customer.com, you would enter “customer.com” in the Domain field.
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6. Inthe Gateway field (required), enter the IP address of the router on the external network. This router is the
gateway for all the packets Equalizer sends to the outside world through the external network. For example, if
your external network router is located at IP address 192.22.33.1, enter “192.22.33.1” in the Gateway field.

7. Inthe Name Server field, enter the IP address of the domain name server that Equalizer will use. To indicate
that no name server is available, leave the field blank (or, on the Equalizer 450 only, type NONE).

8. If you will be using the external port (that is, using a dual-network configuration) you need to assign an IP
address to the external interface. In the IP address and Netmask fields, respectively, specify the IP address and
netmask for the external interface. Use the address and netmask from your configuration worksheet (see
“Sample Configuration Worksheets” on page 18).

For single network configurations using a switch-based Equalizer, leave the IP address for the external interface
blank (or, on an Equalizer 450, type NONE) to disable the port.

9.  When you’re finished, highlight OK. Then press Enter.

10. To specify the internal interface parameters in either a dual or single network configuration, select Internal
Ethernet interface and press Enter.

11. Specify the IP Address and Netmask. For example, if the internal interface will have the address
192.22.34.2,enter 192.22.34 .2 in the IP Address field. The Netmask used will depend on how your
network is configured.

12. Highlight OK and press Enter.
13. Highlight Back and press Enter to return to the main configuration menu.
14. Select option 6 Commit and Reboot and press Enter to enable the network interface configuration.

After rebooting, you should be able to log into the Administrative Interface on either the external (if configured) or
internal interfaces, as described in “Logging In and Navigating the Administrative Interface” on page 33.

Setting the Time Zone

The time zone can be set using the browser-based Administration Interface, which also supports setting up a
Network Time protocol (NTP) server, as shown in “Managing System Time and NTP” on page 60. To set the system
time zone using eqadmin, follow these steps:

1. Inthe Equalizer Configuration Menu window, select option 2, Time Zone, and press Enter.
2. Use the menus to specify your time zone.

3. Highlight OK; then press Enter.

Setting the Date and Time

The current date and time can be set using the browser-based Administration Interface, which also supports setting
up a Network Time protocol (NTP) server, as shown in “Managing System Time and NTP” on page 60. To set the
system date and time using eqadmin, follow these steps:

1. Inthe Equalizer Configuration Menu window, select option 3, Time; then press Enter.
2. Specify the current date and time, based on a 24-hour clock, in the format MM/DD/YY HH:MM.
3. Highlight OK; then press Enter.
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Adding Administrative Interface Logins.

The browser-based Administrative Interface by default supports two logins: touch and look. The touch login has
control access over Equalizer’s configuration, while the look login has read access only to the interface. Additional
logins can be created with custom permissions on clusters and global configuration. See “Managing Multiple
Interface Users” on page 37 for a description of the user management interface.

Option 4 Manage users allows you to create a full access or read only user login for the Administrative Interface in
the event you cannot log in, either because all logins have been accidentally deleted or all administrative passwords
lost. To add a user login, do the following:

1. Inthe Equalizer Configuration Menu window, select option 4, Manage users, and press Enter.
2. Select either Full access login or Read-only login.

3. Type in a name for the new login. Then, type the password. The password can include any combination of
printable characters (except spaces) and can be no more than 20 characters in length (note that spaces are
accepted by the interface, but will not work when attempting to log in).

4. Select OK to create the login and return to the main menu.

Changing Equalizer’s Console Password

The console password is the password for the egadmin account, which automatically displays the Equalizer
Configuration Utility when you log in via ssh or the serial port. The factory-installed password for this account is
equalizer. To change Equalizer’s console password, follow these steps:

1. Inthe Equalizer Configuration Menu window, select option 5, Console. Then press Enter.

2. Type the new password; it can include any combination of printable characters (except spaces) up to 20
characters.

3. When prompted, enter the password again to confirm the change. The new password takes effect immediately.

Upgrading Equalizer Software

After you have finished setting up your Equalizer to access the Internet, you can use the Equalizer Configuration
Utility to install the latest Equalizer software upgrade from Coyote Point.

Note — Before you can upgrade your Equalizer, you must first license it See “Licensing Equalizer” on page 44 for
more information.

The procedure below contains the basic upgrade instructions for the current Equalizer software release. Please visit
the Support Portal at support.coyotepoint.com for detailed upgrade instructions, release notes, and version
compatibility charts for all releases.
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1. Inthe Equalizer Configuration Menu window, select option 8, Upgrade, and press Enter. You are prompted
to choose the location of the upgrade image:

Chooze the media wia which you will be installing the upgrade

CP FTP TP to Coyote Point upgrade server
Fa

FTP to your own upgrade server

[ ik 1 Cancel

e Use the first option to connect to the Coyote Point FTP server to download the upgrade image.

e Use the second opton to specify a local FTP server, to which you have already downloaded the upgrade
image from the Coyote Point FTP server.

Use the arrow or number keys to choose the appropriate location and then press Enter.

2. The upgrade utility prompts you to enter the upgrade URL:

L

Fleaze enter URL for upgrade image

[_OK 1 Cancel

Figure 18 Equalizer Configuration Utility: Upgrade URL
Enter the URL appropriate for the option you selected in Step 1:

e If you chose Option 1 CP FTP: Enter the upgrade image URL provided to you by Coyote Point. The latest
release of Equalizer software is always located at the following URL:

ftp://ftp._coyotepoint.com/pub/patches/upgrades/latest/upgrade.tgz

e If you chose Option 2 User FTP: Enter the upgrade image URL appropriate for your local FTP server, as
provided by your local network administrator.

After entering the URL, select OK, and press Enter. Equalizer downloads the upgrade file and runs the upgrade
script.

3. When prompted, confirm that you want to upgrade the Equalizer software. The script then installs the software
upgrade. Upgrades may take as long as five minutes. After the upgrade is installed, you will be prompted to
reboot the system.

Shutting Down Equalizer

You can shut down Equalizer from the configuration utility. Note that shutting down Equalizer does not
automatically commit changes made to the configuration. To shut down, follow these steps:

1. Inthe Equalizer Configuration Menu window, select option 7, Shutdown; then press Enter.

2. After the shutdown process completes, power off the system.

28 Equalizer Installation and Administration Guide



Managing Remote Access to the Equalizer

Managing Remote Access to the Equalizer

Remaote access, when enabled, provides a user account (egsupport) which allows you to log into Equalizer over a
Secure Shell (SSH) connection.

Note — By default, the password for the eqsupport account is blank. If you enable the account, change the
password when you enable it.

Managing the Remote Access Account

To enable, disable, or change the password for this account, use the hardware configuration utility as follows:

1. Log into the Equalizer hardware configuration utility using a terminal or terminal emulator (see “Setting Up a
Terminal or Terminal Emulator” on page 23 and “Starting to Configure Equalizer” on page 24.

2. Inthe Equalizer Configuration Menu, select option 9, Manage ‘eqsupport’, and press Enter (see Figure 19).
Equalizer displays the Equalizer CLI eqsupport account selection window.

Equalizer CLI eqsupport account selection
select whether you would the 'eqsupport' account enabled or disabled.
Changes are applied immediately. Account starts WITHOUT a password.

1 Enable Enable 'eqsupport' account
2 Disable Disable 'egsupport' account
3 Password Set 'egsupport' passwerd

Cance]

Figure 19 Equalizer CLI egsupport account selection
3. The following selections are available:
a. To enable the remote access account, use the arrow keys to highlight Enable and press Enter. The account
is now enabled.

b. To disable the remote access account, use the arrow keys to highlight Disable and press Enter. The account
is now disabled.

c. Tochange the password, use the arrow keys to highlight Password and press Enter. Follow the prompts to
change the password.

If you modify the password for the account when it is disabled, Equalizer will display a reminder that the
account must be enabled before you can use it.

4. When you are done, highlight OK on the account selection window and press Enter to return to the Equalizer
Configuration Menu.

Using the Remote Access Account

Use the Secure Shell Client (SSH) to log in with the remote access account user name (egsupport) and password,
using Equalizer’s external or internal interface IP address. The account is not enabled by default, and must first be
enabled (see the previous section) in order for this to work. For the best visual output when using eqadmin over ssh,
the following are recommended:

e The PUTTY terminal emulator, freely available from

http://www.chiark.greenend.org.uk/~sgtatham/putty/
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¢ An SSH client running from a Windows Command window; for example, OpenSSH, which is freely
available from:

http://sshwindows.sourceforge.net/download/

e An SSH client running from a Cygwin window. Cygwin is a UNIX shell environment that includes
versions of many UNIX utilities, including SSH; it is freely available from:

http://cygwin.comn/

When you run the Setup program to install, make sure that SSH (under “Net”), and the Xorg Server and
xterm (under “X11”) are selected for installation. To run, open a Cygwin window and enter ‘startx’; once
the Xterm window opens, enter ‘ssh eqsupport@equalizer-ip’.

Configuring a Second Equalizer As a Backup (Failover)

You can configure a second Equalizer as a hot backup (or hot spare) so that if the Equalizer that currently handles
requests (the primary unit) fails, the backup unit automatically takes over. This is called a failover configuration.

Both Equalizers are configured to default to either the primary or backup role. When a failed unit comes back
online, it assumes the backup role, even if it is designated the default primary.

If you are going to use two Equalizers in a failover configuration, perform the basic configuration for both units now
as described in the previous section.

Additional configuration for failover is performed through the Equalizer Administration Interface, as described in
the section “Setting Up a Failover Configuration” on page 52.

Configuring Routing on Servers

To use Equalizer, you must configure your servers so that Equalizer gateways the packets the servers send to
their clients. If you do not adjust the routing on your servers, a client may not receive a response when it attempts to
contact a virtual cluster. Then, the connection will time out.

When you configure the servers, the default route gateway depends on your Equalizer configuration:

e If you use standalone dual-network or single network configuration, the gateway for the default route
should be Equalizer’s internal address.

e If you have two Equalizers in a failover configuration, set the gateway for the default route to the failover
alias Ip address. For more information, see “Setting Up a Failover Configuration” on page 52.

The way that you configure routing on a server depends on the server’s operating system. To verify that you have
configured a server’s routing correctly, trace the route from the server to a destination address outside the internal
network to ensure that Equalizer gets used as a gateway. On UNIX systems, use the traceroute utility; on
Windows, use tracert.

Configure routing on each server from the system console, not through a telnet session. This will avoid any
disconnects that might otherwise occur as you change the network settings on the server.

Configuring DNS and Firewalls for Envoy

If you are configuring Equalizer to use Envoy for geographic load balancing, you need to configure your
authoritative domain name server to delegate authority to the Envoy sites. If you will use Envoy across firewalled
networks, you also need to configure the firewalls to allow traffic between Envoy sites and between the Equalizer
and clients.
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Configuring the Authoritative Name Server to Query Envoy

To delegate authority to the Envay sites, you must configure the authoritative name server(s) for the domains that
are to be geographically load-balanced. You also must delegate each of the fully-qualified subdomains to be
balanced.

For example, assume that you want to balance www . coyotepoint.com across a geographical cluster with two
Envoy sites, east.coyotepoint.com and west.coyotepoint.com. In this case, you configure the name servers
that handle the coyotepoint.com domain to delegate authority for www . coyotepoint.com to both
east.coyotepoint.comand west.coyotepoint.com. When a client asks to resolve www . coyotepoint.com,
the name servers should return name server (NS) and alias (A) records for both sites.

Using Geographic Load Balancing with Firewalls

Equalizer sites communicate with each other using Coyote Point’s UDP-based Geographic Query Protocol.
Similarly, Equalizer sites communicate with clients using the DNS protocol. If a network firewall protects one or
more of your sites, you must configure the firewall to permit Equalizer packets to pass through.

To use geographic load balancing with firewalled networks, you need to configure the firewalls so that the following
occurs:

e Equalizer sites communicate with each other on UDP ports 5300 and 5301. The firewall must allow traffic
on these ports to pass between Envoy sites.

e Equalizer sites and clients can exchange packets on UDP port 53. The firewall must allow traffic on this
port to flow freely between an Equalizer server and any Internet clients so that clients trying to resolve
hostnames via the Equalizer DNS server can exchange packets with Equalizer sites.

Equalizer sites can send ICMP echo request packets (i.e., a ‘ping’) through the firewall and receive ICMP echo
response packets from clients outside the firewall. (When a client attempts a DNS resolution, Equalizer sites send an
ICMP echo request packet to the client; the client might respond with an ICMP echo response packet.)

Testing Your Basic Configuration

Once you have installed and configured Equalizer and your servers, perform tests to verify that Equalizer is working
properly.
To perform these tests, you need the following:

» Atest machine on the internal network (the same physical network as the servers; one of the server
machines can be used for this purpose).

» If you have a two-network configuration, a test machine on the external network.

» Aclient machine somewhere on the Internet, to simulate a “real-world” client. This machine should be set
up so that the only way it can communicate with your servers or Equalizer is through your Internet router.

Then follow these steps:
1. Ping Equalizer’s external address (if configured) from a host on the external network interface address.
2. Ping Equalizer’s internal address from a host on the internal network interface address.

3. If DNS is configured, ping a host on the Internet (e.g., www. coyotepoint.com) from Equalizer to ensure that
DNS and the network gateway are functioning properly.

4. From the internal-network test machine, ping the physical IP address of each server. You should be able to
successfully ping all of the servers from the test machine.
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From the internal-network test machine, ping the server aliases on each of the servers. You should be able to
successfully ping all of the servers from the test machine using their aliases.

From the internal test machine and each of the servers, ping the Equalizer address that you use as the default
gateway on your servers. (If you use a two-network topology, this will be Equalizer’s internal address or
failover alias.)

From the internal-network test machine, connect to the server aliases on service ports of running daemons (you
may need to configure telnet or ssh services on Windows servers). You should be able to connect successfully
to the server aliases.

If you use a two-network configuration: From the external-network test machine, ping a physical server IP
address using ping -R to trace the route of the ping. The Equalizer IP address should appear in the list of
interfaces that the ping packet traverses. You can also use the traceroute (UNIX) or tracert (Windows)
tools to perform this test.
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Use Equalizer’s HTML-based Administration Interface to perform the monitoring and administrative tasks described

in the subsequent chapters of this guide. This chapter contains the following sections that show you how to log in

and configure access to the interface:

Logging In and Navigating the Administrative Interface .........cccccvviiiiiiiiii e
[ To o 1 o Lo TP PSP SPUPPP
Navigating Through the INTEITACE ........ccoiiiiiiii e aaeea e

[ TaE T Tl Yo T gL =T = Vot s AN of of =] SRR UPPRRR
Updating the Administration Interface CertifiCate .........ccccceiiiiiiiie i

Managing Multiple INtErface USEIS ... ..ottt e et e e e e et e e e e e neeeaeaannes
ODbjJECtS aNd PEIMISSIONS ... ..eiiiiiiiiiii ettt e e e et e e e e s sttt et e e e e anbae e e e e e e naeeeaeeeanneeaesnneeeas
Viewing or Modifying LOGIN PEIrMISSIONS ........uuiiiiiiiiiiiie ettt ee e e e et e e e s e eneeeee s
Y X (o 1 aTo =T I o 1o SRR
(D211 ¢ To = o o o USRS

Logging In and Navigating the Administrative Interface

The Equalizer Administration Interface can be opened in any Javascript-enabled browser. Two default logins are
provided: the look login provides read-only access to the interface, and the touch login lets you view and edit the
configuration. (The section “Managing Multiple Interface Users” on page 37 shows you how to add additional

logins as well as define the resource that any login can view or edit.)

Logging In
To log into Equalizer, follow these steps:

1. Open a Javascript-enabled web browser. We recommend you use one of these browsers:
» Internet Explorer Version 6 or later
»  Firefox Version 2 or later

2. From the browser, load the URL that corresponds to Equalizer's internal or external network interface address,
using either the http or https protocols. If you are using a pair of Equalizers in a failover configuration, you

can also use the failover IP alias to ensure that you log into the Equalizer that has the primary role.

For example, if the one of the internal, external, or failover IP addresses is 199.146.85.2, open the Equalizer
Administration Interface by typing http://199.146.85.2 or https://199.146.85.2 in the appropriate
location in the browser. Use the https protocol to access the interface using SSL and a server certificate. This

is recommended when accessing Equalizer over a public network (such as the Internet).
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Equalizer displays the login screen:

ECQUALIZER

Username
ftouch
Password

I

login

Figure 20 The login screen
Note that you can restrict the Administrative Interface to accept logins on a subset of the available interfaces
and protocols; see “Managing Interface Access” on page 36.

3. Enter touch (administrator), look (read-only), or another defined login as Username. Enter the Password for
the login. Click the login button to log into Equalizer.

Note — Initial passwords for the touch and look logins are “touch” and “look”, respectively. These passwords
can be changed and additional user logins defined as shown in “Managing Multiple Interface Users” on
page 37.

4. The Home screen of the Administrative Interface is displayed:

CoyotePoint 00

Systams Inc Log Owt  Help

#r Mode: Standalane Wele oinie 16 the Equializer Administ ation Wteitace!
=l Equalizer To get startad
E & ciod
@ 00

=& o3 Equalizer™

& 500 .
RE w‘ Traffic Management
® s0 e Appliance

@ 01 Model: E450si
= mal

i Default +| Equalizer System Information

= gy cln2 Equahzer Varsion 8.0.0a
tl @@ Connections system ID 00112003555
senal no. CPOS04-1086
platform ed450z1 Rev. 2.0
system name Eg-170

Figure 21 The Home Screen of Equalizer’s Administration Interface
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Navigating Through the Interface

The Equalizer Administration Interface (see Figure 21) is divided into three major sections:

1. A hierarchical list of objects on the left side of the screen shows:

Mode: Standalone or, if failover is configured, the Failover Peer Name defined for the other Equalizer in
the failover pair.

» The Coyote Icon indicates the failover status of the peer: a sitting Coyote means the peer is in backup
mode (or failover is not enabled); a running Coyote means the peer is in primary mode.

e Clicking this item opens the Failover configuration tab on the right hand side of the screen.

» Right-clicking this item opens a menu that displays the currently configured IP addresses and a menu
of failover commands.

Equalizer or, if failover is configured, the Failover Peer Name defined for this Equalizer.

» The Coyote Icon indicates the failover status of this Equalizer: a sitting Coyote means this Equalizer is
in backup mode; a running Coyote means this Equalizer is in primary (or standalone) mode.

»  Clicking this item opens the Clusters > General tab in the right frame -- a summary of the
configuration and status of all currently defined clusters and servers.

e Clicking the plus sign (+) next to Equalizer opens a list of currently defined clusters.

»  Clicking the plus sign next to a cluster name opens a list of currently defined servers and (for Layer 7
clusters) a list of Match Rules.

e Clicking a cluster, server, or match rule name opens the management tabs for that object.

» Right-clicking on this item displays the internal and external IP addresses, whether the system is in
dual or single network mode, and the Add Cluster command.

The Envoy item (if the optional Envoy geographic load balancing software is installed):

e Clicking the plus sign next to Envoy displays a list of currently defined GeoClusters.

»  Clicking the plus sign next to a GeoCluster name displays a list of the sites defined for the GeoCluster.

»  Clicking a GeoCluster or Site name opens the management tabs for that object.

The Connections item:
»  Click on the plus sign to display L7 Statistics and L4 Statistics.
e Clicking on Connections opens the Equalizer > Status > Statistics screen.

2. The top of the Administrative Interface screen displays the following buttons, which are always visible:

Logout: Logs you out of the Administrative Interface.

Help: Displays a sub-menu of commands:
* View Guide: opens the Equalizer Installation and Administration Guide (this book) in PDF.
* View Release Notes: opens the Release Notes for the currently installed version of Equalizer in PDF.

* View Transition Guide: opens the Equalizer Version 8 Transition Guide, written to help Version 7
users locate Version 7 functionality in the Version 8 Administrative Interface.

»  Context Help: displays the section in the Equalizer Installation and Administration Guide PDF file
corresponding to the screen currently displayed in the right frame.

»  About: the Equalizer Home screen displayed when you first log into the Administrative Interface.

3. The right hand side of the Administrative Interface initially displays the Home screen as shown in Figure 21 on
page 34. For a description of the information contained on the Home screen, see “Displaying Equalizer System
Information” on page 108.

Click on any item in the left frame, or right click to choose a command for that object. The right frame will
display the management tabs for the object or the appropriate command dialog.
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¢ The easy-to-use management tabs organize configuration information into forms and tables that make

configuring Equalizer simple. Sub-tabs provide a second level of organization within top-level tabs.

The following section shows you how to enable and disable access to the Administrative Interface over the available
IP addresses and protocols, using the Permissions tab.

Managing Interface Access

You can control the IP addresses and protocols on which the Administrative Interface runs. By default, the
Administrative Interface is available via HTTP and HTTPS protocols, on the Equalizer’s:

e internal IP address
e external IP address (if configured)

o failover IP address (if configured)

To view or change the Web Interface Access settings, do the following:

1.

2.

36

Log into the Administrative Interface over one of the currently configured IP addresses. Use a login that has
read or write access to global parameters (see “Objects and Permissions” on page 37).

Select Equalizer > Permissions > GUI Access. The following form is displayed in the right frame:

Clusters Status Monitoring Permissions Maintenance
Users  {GUI Access
iUl access
external W
internal W
failover [
http W
https W
cormmit show defaults reset

Figure 22 The web interface access flags

The flags have the following functions:
e external enables access via the external interface IP address
e internal enables access via the internal interface IP address
e failover enables access via the failover IP address
e http enables access via the http:// protocol.
¢ https enables access via the https:// protocol.

You can enable or disable access for an interface that is not currently configured. You can check the currently
configured IP addresses by right-clicking on the Equalizer in the left frame Configuration Tree.

The interface returns an error if you attempt to disable access for the IP address or protocol you are using for the
current browser session; in this case, you need to log in using another IP address or protocol.

Click Commit to save your changes.
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It is possible to disable all access to the Administrative Interface only by manually editing the Equalizer
configuration file (eq.conf). To re-enable access in this case, see “Restoring IP Access to the Administrative
Interface” on page 208.

Updating the Administration Interface Certificate

The Administration Interface is delivered with a default SSL certificate for https//: connections. Clients use this
certificate to authenticate a connection with the interface. You can replace this certificate by doing the following:

1. Log in to Equalizer using a login that has add/del access on global parameters (see “Logging In” on page 33).
2. Select Equalizer > Maintenance > Certificates.

3. Use the Browse button to select the certificate file from your local file system. The certificate file must be in
PEM (.pem) or PKCS12 (.pfx) format, and must contain the private key and the entire certificate chain. (For
more information on certificates, see Appendix E, ”Using Certificates in HTTPS Clusters”.)

4. Select upload to install the new certificate on Equalizer.

Managing Multiple Interface Users

Equalizer is shipped with two logins for the browser based Administrative Interface: look (read-only mode) and
touch (administrator or edit mode). The definitions of these users and any additional users you create specify the
permissions each has on Equalizer objects.

On Equalizer, there are two basic object types: cluster parameters and system parameters. Cluster parameters include
all cluster settings and the settings for the servers in the cluster. Anything that is not a cluster parameter is a system
parameter; network interface settings and user definitions, for example, are system parameters. As installed, the
touch user can create, modify, and delete all system objects. The look user has read-only access to all system
objects.

These two logins are usually sufficient for sites that have a small number of system administrators. For sites where
multiple administrators with different responsibilities exist, you can create additional logins that reflect the
administrative roles assigned to each user who logs in to Equalizer.

Let’s say, for example, that your site has one person who is responsible for the overall administration of Equalizer’s
clusters, users, and operating parameters (the Equalizer Administrator), and several junior system administrators,
each of which is responsible for maintaining a single cluster (the Cluster Administrators). The Equalizer
Administrator could use the touch login to create additional logins for each Cluster Administrator, and give each
login permission to modify the configuration of a single cluster only.

Objects and Permissions

The following table shows the permissions and objects defined on Equalizer:

Permissions Objects

none

global parameters
read

_ cluster parameters
write

ALL
add/sdel
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The ALL object is a special object that allows setting permissions on all defined clusters. The permission set on the
ALL object specifies the user’s permission on all clusters that are set to the none permission. For example, if

the ALL permission is set to add/del and the permission on a particular cluster is none, the user has add/del
permission on the cluster. See the section “Viewing or Modifying Login Permissions” on page 39 for an example of
how this looks in the user definition screens.

The following are the permissions used in user definitions. The permissions other than none inherit the attributes of
the definitions that appear before them in the table. That is, the write permission inherits the abilities of the read
permission, and the add/del permission inherits the abilities of the read and write permissions.:
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Viewing or Modifying Login Permissions
To view or modify the permissions for a login, do the following:

1. Log into the Administrative Interface over one of the currently configured IP addresses. Use a login that has at
least read access for global parameters (see “Logging In” on page 33).

2. Select Equalizer > Permissions > Users. The following table is displayed:

Clusters Status Monitoring Permissions Maintenance

Users GUI Access

Add, modity, and delete Administrative Interface uzer logineg using the buttons inthe table below . Uzer
permizzions can be et on global resources and specific clusters. The touch' login is the default
adminiztrative login and can add, modify, and delete all clusters and global resources. The 'look! login is the
default read-only login, Select the GUI Access tab above to et the network interfaces, aliazes, and
protocaols you can use to log in to the Administrative interface.

reset tahle width

touch user tauch Adrministrator |

loak user loak Limited |

Figure 23 Users table

3. To view or modify login details, select the modify icon in the Actions column in the same row as the
login name you want to view. The user definition appears, as shown in this example for the default touch login.

Modify User touch @@

ruser details
description user touch
password

canfirm passward

~Permission to modify system parameters and users —
none & read € write © addidel @

~cluster permissions

ALL none © read © write © addidel &
cl0l none @ read © write © addidel ©
clld none @ read © write © addidel ©
cl02 none @ read © write © addidel ©
cl03 none @ read © write © addidel ©
comrmit cancel
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This screen contains the following information about the login:

user details

The description field contains a text description of the purpose of the
login. The password field is empty when viewing a login definition.

permission to modify system
parameters and users

Specifies the permission the user has on the global system parameters
(displayed when you select Equalizer > Global Configuration).

cluster permissions

ALL specifies the user's permission on clusters that are set to none. If a
cluster is set to a permission other than none, the cluster permission
applies instead. For example, if ALL is set to add/del, then the user has
add/del permission on all clusters set to none. If a cluster is set instead to
read, then the user has read permission on that cluster instead.

The screen above shows that the default user touch has add/del permission on system parameters and user
definitions, and add/del on ALL. This means that touch has complete control over the system parameters, the
user definitions, and all clusters (since all clusters are set to none, the user gets add/del permission on them).

If you make any updates to the login password or permissions, click Commit to save your changes. Otherwise,
click Cancel to return to the Users table.

Adding a Login

1.

40

Log into the Administrative Interface over one of the currently configured IP addresses. Use a login that has at
least read access for global parameters (see “Logging In” on page 33).

Select Equalizer > Permissions > Users.

Select the add icon

. The Add New User screen like the following is displayed:

Add New Usear

pa
confirm pa

~user details

@O®

User name
description

ssward

ssword

~Permission to modify system parameters and users —

none & read T write © addidel ©
~cluster permissions

ALL none © read T write O addidel ©
cld! none © read T write © addidel ©
cl0d none © read T write T addidel ©
cld2 none © read T write T addidel ©
cld3 none © read T write © addidel ©
commit cancel

Figure 24 The add user screen
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4. Type auser name and a description for the login. User names may only contain alphanumeric characters,
periods ( . ), dashes ( - ), and underscores (_).

5. Type a password for the login and re-type it into the confirm password text box. Passwords must be between
6 and 128 characters long and should contain a mix of letters (uppercase and lowercase), numbers, and
metacharacters. A blank password is not permitted.

6. Select the desired permission to modify system parameters and users. See the section “Objects and
Permissions” on page 37 for help.

7. Select the desired cluster permissions. See the section “Objects and Permissions” on page 37 for help.

8. Select commit to save the user definition.

Deleting a Login

The Administrative Interface prevents you from deleting the login that you are currently using. For example, you
cannot log in as touch and delete the touch login; to do this, you must log in using a different user name that has the
add/del permission on users. This also prevents you from deleting all logins via the interface. However, it is
possible that all user logins could be deleted by manually editing the configuration file, or in the unlikely event the
configuration file becomes corrupted. If this occurs, the eqadmin utility can be used to create a new Administrators
Read-Only login; see

1. Loginto Equalizer using a login other than the one you want to delete; the login you use must have the add/del
permission on users (see “Logging In” on page 33).

2. Select Equalizer > Permissions > Users.

3. Select the delete icon  ““  on the same row as the name of the user login you want to delete.

4. A confirmation box appears. Select Commit to delete the login.
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Chapter 4:

Configuring Equalizer Operation

This chapter describes the global parameters, resources, and procedures that you can use to specify Equalizer’s
operating characteristics and perform system maintenance tasks:

LICENSING EQUAIIZET ..ottt e e et e e e e sttt e e e e b e e e e e e nbbeeeeeaanens
Requesting a License Offline ....

MOodifying GlODal PAramELeIS .......eiiiiiiiiiiie ettt e e et
GloDbal Probe PAramMELEIS .......coiiiiiiiiiieiiie ettt ettt nre e n
Global Networking Parameters

Setting Up a Failover CONFIQUIALION ....cooiiiiiiiii ittt e e e et e e e e an 52
Modifying a Failover CONfIQUIAtION ............ooiiiiiiii ettt e e e ee e 56
Using Failover with Different Hardware Or SOftWAIE ..........ccuuiiiiiiiiiiiiieeee e 57
Upgrading Failover Configurations Prior t0 7.2 ........cuuieiiiiiiiiieie et 58
Changing the Network Mode between Single and Dual .............cooooiiiiiiiiiiie e 58

Changing the Network Mode without Deleting the Failover Configuration ..............ccccceeevnnneee. 58

Managing System Time @nd NTP ...ttt e et e e sre e et e ee 60
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Note — The procedures in this chapter assume that you have already set up your Equalizer hardware and
performed the initial configuration according to the instructions found in Chapter 2, “Installing and Configuring
Equalizer Hardware.” on page 21. See Chapter 3, “Using the Administration Interface.” on page 33 for login and
basic usage instructions for the web-based Administration Interface.
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Licensing Equalizer

You must register and license your Equalizer before performing any other configuration using the Equalizer
Administration Interface (described in Chapter 3, “Using the Administration Interface™). The License Manager is
used to view your current license information and to request a license from the Coyote Point License Server.

You’ll need to request a license if:
e The left frame of the Equalizer Administrative Interface displays an unlicensed system error.
« You’ve purchased the Envoy Geographic Clustering product after previously licensing Equalizer.
«  You want to upgrade to a new release that requires a new license.

To get a license, or to view license information, do the following:

1. Log into the Administrative Interface using a login that has add/del access for global parameters to request a
license; read access or greater to view (see “Logging In” on page 33).

2. Select Equalizer > Maintenance > License Information from the main menu bar. The following screen is
displayed:.

Clusters Status Monitoring Permissions Maintenance

General System Time License Information: Certificates Static Routes

-license information

product ed50

servers per cluster 123
gerial no. CPO504-1066
systern 1D 00112003555

Pleaze register wour Equalizer using the link below, before uzing either the Online License or Offline License tabs
to licenze Equalizer.

wa. colsatenoint. corvreqister bt

Offline License +

Online License

get license online | Ohtain a licenze from the Coyate Point License Server.

Figure 25 The License Information screen -- Online License
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The top section of license status screen shows the following information for an already licensed system:

product Equalizer product model number. Displays
“unlicensed” if the system is not licensed or
the current license is invalid.

servers per cluster | The number of servers per cluster allowed,
as specified by your license.

serial no. The serial number of the Equalizer unit (also
printed on the back or bottom of the unit).

system ID The internal system ID. [Note: in previous
releases, the system ID was shown with a
colon ( : ) separating each pair of numbers.]

If you don’t need to license Equalizer, stop now. Otherwise, continue with the next step.
3. If your Equalizer is already registered with Coyote Point, skip this step.

You must register your Equalizer before you can license it. Click on the link shown in the screen above to
register Equalizer. Follow the prompts displayed by the Registration Web Site. You will need to copy the
system ID and the system serial number into the registration form (see Figure 25 on page 44).

4. Do one of the following:

a. If Equalizer is connected to the Internet and a DNS server is configured, click on the get license online
button to request a license online. The license server will download your license automatically, and ask you
if you want to reboot to apply the license. Select Yes to reboot.

b. If Equalizer is not connected to the Internet or DNS is not configured, then see the section “Requesting a
License Offline” on page 46, below.

After the system comes back up, there should be no unlicensed error in the left frame or on the Help > About screen.
If you licensed Envoy, the Help > About screen should show Envoy geographic load balancing enabled when the
Equalizer System Information box is expanded.
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Requesting a License Offline

If your Equalizer is not currently connected to the Internet or if DNS is not configured for Equalizer, then you will
need to request a license offline. To do this, follow this procedure:

1. Follow Steps 1 through 3 of the procedure above.

2. Select Offline License on the License Information screen:

Clusters Status Maonitoring Permissions Maintenance

General System Time License Information Certificates Static Routes

~license information

product ed450

servers per cluster 123
setial no. CPOS04-1066
systern ID 00112003555

Fleaze regizter your Equalizer uzing the link below, before using ether the Online Licenze or Offline Licenze tabs
to licenze Equalizer.

wii, Coliotenoint. corrreqister bt

Offline License

Uze the buttons belowy only if you can kot connect to the License Server onthe ;I
Irternet using the Online License tab above.

First, creste an offline licenze request file to email to Coyote Paint for

create license request file sigriing.

Second, email the request to support@coyotepoint.com for signing

. . . Third, install an offline license request file that has been signed by Coyote  —
install signed license file | poiy

-

Cinline License +

Figure 26 The License Information screen -- Offline License

3. Select create license request file and save the file to an appropriate location on your local system.

4. Select the support@coyotepoint.com link to open your browser’s mail client, or open your email client
manually and specify this address in the To: field of a new mail message. Specify license request in the
Subiject field, and attach the license request file you saved in the previous step. Send the email.

5. Once Coyote Point processes your request, you will receive a signed license file in a return email from Coyote
Point. Save the licensing file you receive from Coyote Point to an appropriate location on your local system.

6. Selectinstall signed licensed file and use the browse box to select the signed license file you saved in the
previous step.

7. Equalizer installs the license and asks you if you want to reboot to apply the license. Select reboot to reboot.

After the system comes back up, there should be no unlicensed error in the left frame or on the Help > About screen.
If you licensed Envoy, the Help > About screen should show Envoy geographic load balancing enabled when the
Equalizer System Information box is expanded.
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Modifying Global Parameters

Global or System Parameters are divided into two tabs, Probes and Networking. Most clusters will work with default
values on these tabs. To view or modify the default global parameter values:

1. Log into the Administrative Interface using a login that has add/del access for global parameters to add,
remove, and update parameters; write access to update parameters with existing values; read access or greater

to view (see “Logging In” on page 33).

2. Select Equalizer > Probes to view/modify the global probe parameters, or Equalizer > Networking to view/

modify the global networking parameters.
3. Change the appropriate fields.

4, Click the commit button.

The following two sections explain the global probe and networking parameters.

Global Probe Parameters

Selecting Equalizer > Probes displays the global probe parameters:

Clusters Status Monitoring

General Prohes Netwaorking

Permissions Maintenance

~probe parameters

probe interval 0.0

prabe timeout [10.0
strikeout threshold b

probe delay [10.0

agent delay [10.0

require agent response [
ICMP probe [v

cormmit

show defaults

reset

The global probe parameters are described below:

probe interval

The target interval between TCP probes of a cluster that has
been marked failing in the load balancing daemon'’s internal
tables. If the server does not respond to strikeout threshold
(see below) additional TCP probes after it is marked failing, then
the server is marked down. These additional probes are at least
probe interval seconds apart. This value is solely a target; the
monitoring process adjusts itself based on a number of factors,
including system load. The default value is 20 seconds.

probe timeout

The time in seconds that the probe daemon waits for a response
from a server to a TCP or ACV probe.
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See “Server Health Check Probes and Timeouts” on page 179 for a complete description of Equalizer’s server health
checks and the global probe parameters.
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Global Networking Parameters

Selecting Equalizer > Networking displays the global networking parameters:

I

Clusters] Status  Monitoring ~ Permissions = Maintenance

General Probes  Networking

~hetworking parameters

send buffer 128
receive huffer 123
cannect timeout [10.0
client timeout 5.0
server timeout BO.0
idle tirneout 0.0
stale timeout 15.0

sticky netmask | off j

enable outbound MAT [T
passive FTP translation W
ICMP drop redirects [
ighore case W

ho outhound RET [T

abort server [

allow extended chars [
RST on gerver failure [

commit show defaults tesat

The global networking parameters are described below:
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Setting Up a Failover Configuration

You can set up two Equalizers in a hot backup, or failover, configuration. In such a configuration, one of the systems
handles incoming requests (the primary system), while the other (the backup system) waits for a failure to occur and
automatically takes over if the Equalizer that is currently handling requests fails. The two Equalizers are called
failover peers or siblings in such a configuration.

To use a second Equalizer as a hot backup or failover peer, you need to install both Equalizers so their network
interfaces have corresponding configurations (see Figure 9 on page 15):

« You must plug the external interface of the backup unit into the same hub or switch into which the external
interface of the primary unit is plugged.

* You must plug the server (or internal) interface of the backup unit into the same hub or switch into which
the server interface of the primary unit is plugged.

< For failover configuration between two switch models, connect a cable from one Equalizer’s switch
interface to the others (see Figure 10 on page 16).

Note — Be sure that you do not create a loop between the external and internal interfaces.

You must designate one of the Equalizers as the preferred primary; the second is the preferred backup. When you
boot both Equalizers at the same time, the preferred primary Equalizer is activated. If the primary Equalizer fails, the
backup takes over. When you bring the failed unit back online, it assumes the backup role until another failure
occurs or you reboot its peer.

A failover configuration requires one or two additional IP addresses, called the failover aliases. In a dual network
configuration, failover aliases must be supplied for both the internal and external interfaces; in a single network
configuration, only an internal alias is needed. These IP addresses are initially assumed by the preferred primary
system and are used as the network-visible interfaces of the Equalizer, instead of the addresses assigned to the
individual Equalizers via the egadmin interface. When a failover occurs, the failover aliases are then assumed by
the backup system.

When Equalizer is brought online, it checks to make sure that the configured network interfaces are link active. In
the case of the internal interface, Equalizer attempts to ping a configured server or failover peer. If the interfaces are
not active, Equalizer sits in a loop waiting for them to become active (and sends comments to the console). Once the
network interfaces are active, the failover peers begin a negotiation in which one system becomes the primary unit
and the other becomes the backup unit. This is accomplished by the backup system performing a reboot.

When a backup Equalizer loses contact with its failover peer, it tries to determine the cause. If it cannot identify the
cause, it will try to assume the primary role. It checks that no other system has configured the gateway IP address or
virtual cluster addresses. If these tests are successful, the Equalizer assumes those IP addresses and starts handling
traffic.

A partition occurs when both systems are unable to communicate with each other and both Equalizers enter primary
mode. When the partition is healed and both units regain communication, the two systems resolve this dispute by
choosing one system to reboot itself. Generally, this means that the system that is configured as the default backup
will reboot; upon coming back up, it will enter backup mode.

Note — Any switch, such as one from Cisco or Dell, that comes with Spanning Tree enabled by default can cause
a communication problem in a failover configuration when one or both of the Equalizers are dual-port models.
This problem occurs at bootup because the switch disables its ports for roughly 30 seconds to listen to BPDU
(bridge protocol data unit) traffic. The 30-second pause causes both Equalizers to attempt to become the primary
unit; the default backup continually reboots.

To repair this condition, either disable Spanning Tree or enable PortFast for the ports connected to the Equalizers.
This enables the ports to act as normal hubs and accept all traffic immediately.
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Since different Equalizer models and software revisions have varying configuration parameters, it is recommended
that both of the failover peers are the same model Equalizer running the same software version. See the section
“Using Failover with Different Hardware or Software” on page 57 for more information on setting up a failover pair
with two different Equalizer models.

You’ll need to create the two failover peer definitions and define the failover aliases on both systems. The following
procedure leads you through the failover setup process on both Equalizers in the failover pair.

1. Log into the Equalizer Administration Interface on the failover peer that will assume the preferred primary role.
Use a login that has add/del access on global parameters to initially define the configuration, or write access on
global parameters to update an existing failover configuration. (Configuring and rebooting the preferred primary
Equalizer first ensures that it assumes the primary role.)

2. Select Mode: Standalone (or the Failover Peer Name) at the top of the left frame Configuration Tree. The
Peers tab looks like this when failover has never been enabled:

Parameters

To enakle failover intizlly, define twwo peers (#0s Equalizer and the otfer Equalizer) belove,
go to the 'Parameters’ tab to enter the failover aliazes, and click 'commit and reboot’ to
enable the failover configuration. After failover is running, if you make any changes to the
peer defintions, you must go to the 'Parameters' tab and click on the 'commit and reboot'
button to enakle the changes.

reset table width
Internal External Preferred Actions
Address Address Primary

Figure 27 Peers tab
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3. To add a new peer, click on the Add icon; the following dialog is displayed:

4,
5.

54

Equalizer Administration Interface @@

Iri order to add a new peer, please fill out the following reguired
irfarmatian,

Which Peer are you adding?

 This Equalizer
© Peer Equalizer

Figure 28 Add New Peer dialog
Select This Equalizer and click on the Next icon | =

Enter the following information:

Click the Next icon; a confirmation box is displayed. Make sure the information is correct and then press
commit to add the definition to the Peers table.

Click on the Add icon. Since you’ve already defined this Equalizer in the table, the other peer information
dialog is displayed. Enter the following information:
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8. Click the Next icon; a confirmation box is displayed. Make sure the information is correct and then press
commit to add the definition to the Peers table.

9. Select the Parameters tab; the following is displayed:

Peers [ Parameters ]

—configure failover aliases

internal address
internal netmask

zingle network mode

— failower timing
receive timeout 0.6
connection tirmeout 0.5
probe interval 5.0

dont transfer [T

Figure 29 Failover Parameters
Enter the following information:
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10.

11.
12.

Time in seconds (default: 5.0) between successive heartbeat checks

probe interval of the peer.

By default, changes committed to the configuration file on the primary
system are transmitted to the backup system when the next
heartbeat occurs. Enabling this flag tells Equalizer not to transfer
configuration changes to the peer Equalizer. Used when the peer
Equalizers are different hardware models or are running different
software versions. This normally occurs only during the process of
upgrading a failover pair to a new software version, and you want to
upgrade the peers at different times to maintain service. After both
peers are upgraded to the new release, you can disable this flag on
both peers.

dont transfer

The internal and external failover alias addresses are unique IP addresses assigned to the failover pair, and are
passed between them whenever a failover occurs. The Equalizer that is running in primary mode assumes these
aliases. The servers should use the internal address (when in dual network mode) or the single address (when in
single network mode) as their default gateway.

When either the receive timeout or the connection timeout occurs on the backup system, that counts as one
“strikeout”, and the system attempts to check the heartbeat on the primary peer again. If three strikeouts occur
in succession, the backup takes the primary role).

You should accept the default failover timing parameters, and only change them if there is a problem with
heartbeat detection between the peers. For example, if you notice the log files contain too many false positives
(messages that Equalizer has regained contact with its peer) you may want to increase the values.

Click the commit & reboot button.

Errors are reported when a failover configurations is not successfully committed. If successful, you will be
prompted to reboot immediately. (Click the cancel button if you want to wait to reboot the Equalizer.)

Note — Both Equalizers must reboot in order for the failover configuration to work. Also note that selecting
the commit & reboot button on one of the peers does not cause the second Equalizer (the peer that is not
the system being configured) to reboot.

As the Equalizer reboots:

«  Watch the console for messages indicating that the Equalizer has successfully assumed the primary (or
backup) role.

e Check the event logs (View > Event Log in the Administrative Interface) for each Equalizer to see that
there are no related errors.

¢ Make sure that “Successfully assumed PRIMARY role” appears in the log for the preferred primary
system; the default backup system’s log should contain “Successfully assumed BACKUP role”.

Repeat this procedure on the default backup Equalizer peer starting at Step 1.

If you have not already rebooted the two Equalizers as part of the above procedure, reboot the preferred primary
system first, then the backup system.

Modifying a Failover Configuration

To modify a currently running failover configuration, do the following:

1.

2.

56

Log into the Equalizer Administration Interface using login that has at least write access on global parameters
to update an existing failover configuration.

Select the Failover Peer Name at the top of the left frame Configuration Tree. The Peers is displayed.
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3. To modify a peer definition, select the Modify icon in the same row as the name of the peer you want to modify.
Otherwise, go to the next step.

Change the Peer Name, Peer Internal IP Address, Peer External IP Address (if in dual network mode), and
Preferred Primary parameters as required. See the descriptions of these parameters in the previous section.

Click commit to save your changes and return to the Peers table. Modifying a peer definition disables the
current failover configuration and displays a warning at the top of the table. Disabled means that if the system
reboots while the current failover configuration is disabled, it will start up in standalone (i.e., non-failover)
mode.

Note — If both systems in a failover pair start in standalone mode, each will assume the cluster aliases and
neither will assume a failover alias, resulting in no working clusters. To resolve this type of problem, configure
and commit failover on both Equalizers, and then reboot both.

4. To modify failover parameters, or if you made any changes in the last step, click on the Parameters tab.

Change the internal address, internal netmask, external address, external netmask, receive timeout,
connection timeout, probe interval, and dont transfer parameters as required. See the descriptions of these
parameters in the previous section. If no changes are needed, go to the next step.

5. Ifany changes were made above, you must select the commit & reboot button on the Parameters tab to save
your changes and reboot the system with the new failover configuration.

Using Failover with Different Hardware or Software

We recommend that you use the same model Equalizer hardware (e.g., E350si, E450si, etc.) for both systems in a
failover pair and that both Equalizers are running the same version of the software (e.g., 8.0.0). This is
recommended because the default behavior of Equalizer is to maintain the same configuration files on both systems
in a failover pair (so that you don’t need to manually update both Equalizers with the same configuration changes).
Changes committed to one system are copied to the configuration files on the other system.

For this reason, it is not generally recommended to deploy two different Equalizer models in a failover pair.
However, some sites prefer to upgrade failover pairs to new hardware one at a time rather than deploying new
models for both failover systems at the same time. If you are pairing an older model with a newer model (such as a
newer switch-integrated E350si or E450si system with an older E350 or E450 non-switch system in single network
mode), the differences in hardware configuration on these models require that the systems do not share changes to
their configuration files by setting a special flag (dont transfer) on both Equalizers.

Similarly, some sites prefer to upgrade one Equalizer in a failover pair to a major new software revision and leave
the other running the previous release for a limited period of time, in case there are any unforeseen configuration
problems.

Note — Whenever the dont transfer flag is enabled, you must manually perform any changes to your Equalizer
and cluster configuration (such as adding/removing clusters or servers, changing system parameters, etc) on both
Equalizers in the failover pair.

To prevent Equalizers in a failover pair from sharing changes to configuration files, perform the following procedure
on both systems. We assume here that both systems already have a failover configuration defined:

1. Select the Failover Peer Name at the top of the left frame Configuration Tree, then select the Parameters tab in
the right frame.

2. At the bottom of the screen, check the box labeled dont transfer.
3. Click the commit & reboot button to save the flag change.

4. Perform Steps 1 to 3 on the other Equalizer in the failover pair.
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Upgrading Failover Configurations Prior to 7.2

The upgrade script contains facilities to migrate a version 7.1 format failover configuration (stored in /etc/eq.static)
to the new format used in 7.2 and later systems.

When the upgrade script runs, it will detect the presence of a valid configuration in the eq.static file. If it finds this
file, the script prompts you whether to migrate the failover configuration.

If you respond ‘y’ to the upgrade script’s prompt, the configuration file will be migrated to the upgrade partition, and
the following message displayed:

IMPORTANT NOTE: configuration file transfers will be disabled when the system
reboots. You may re-enable configuration sharing by clearing the dont transfer
checkbox in the equalizer global parameters page.

IT you are configuring failover between two different types of Equalizers, where
one contains a built-in switch and the other does not, configuration file
transfers must remain disabled between the two systems. (See release notes)

This indicates that when the system reboots, the dont transfer flag is set and any changes that are made to the
configuration of this system will not be shared with the failover peer. You may clear the dont transfer flag once the
system reboots, provided the failover pair is not both operating in single network mode and a combination of a
switch-integrated system with a non-switch system. See “Using Failover with Different Hardware or Software” on
page 57 for more information.

Changing the Network Mode between Single and Dual

It is important to delete the failover configuration before changing the network mode between single and dual
network on an Equalizer that is already configured for failover. If the network mode is changed before the failover
configuration is deleted, the web browser interface will become unusable because the configuration parser generates
error messages stating that the failover configuration does not match the network mode.

Changing the Network Mode without Deleting the Failover Configuration

The procedure below shows you how to manually delete failover parameters from the Equalizer configuration file. It
should only be used if the network mode was changed without first deleting the failover configuration. If you need
help using the Equalizer command line interface, please contact Coyote Point Support (support@coyotepoint.com)
and follow this procedure with the assistance of a member of the technical support team .

1. Log into the Equalizer via SSH using the eqsupport account (if enabled), or via the serial port using the root
account.

2. Mount the root file system in read-write mode (if using the eqsupport account, you must use su first):

# su
# mount —w /

3. Edit the file /var/eqg/eq.conf:
# ee /var/eq/eq.conf (vi may be used as well)

4. Remove the interface stanza from the file (that is, the interface keyword, plus all the text between the
curly braces that follow); an example interface stanza is shown below:

interface {

if_flags = Idisable;
virt_intaddr = "10.0.0.200";
sibling this_eq {

intaddr = "10.0.0.199";

extaddr = <>;

flags = preferred_primary;

}
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sibling the_other_eq {

intaddr = "10.0.0.198";
extaddr = <>;
flags = Ipreferred_primary;
}
}

5. Save your changes to the file.
6. Enter:

# shadow /var/eq/eq.conf
7. Reboot Equalizer:

# shutdown -r now

After Equalizer comes back up, you can re-create your failover configuration.
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Managing System Time and NTP

Through Equalizer’s Administrative Interface, you can:
e set the time zone
e set the system date and time

e set up to three Network Time Protocol (NTP) servers, and enable or disable synchronization with these
servers

NTP is a protocol designed to synchronize the clocks of computers over a network. NTP on Equalizer is compatible
with servers running versions 1, 2, 3, or 4 of the NTP protocol. An RFC for NTPv4 has not been written; NTPv3 is
described in RFC 1305.

On Equalizer, NTP is used primarily to time various operations, to ensure accurate timestamps on log entries (with
respect to server and client log timing), and to allow for examination of the timing of log entries on two Equalizers
in a failover configuration.

NTP on Equalizer works by polling an NTP server defined through the Administrative Interface. The time between
polls of the NTP server is controlled by the minpoll and maxpoll NTP parameters, which default to 64 seconds

(1 min 4 sec) and 1024 seconds (~17 mins), respectively. The behavior of NTP is to poll with a frequency starting at
minpoll and then decrease polling frequency over time to maxpoll, as the accuracy of the local clock approaches the
accuracy of the remote server clock. The time it takes for the polling delay to increase from minpoll to maxpoll will
vary based on a number of factors, including the accuracy of the clocks on the client and server, network latency;,
and other timing factors.

NTP calculates when the local and remote system clocks are sufficiently in sync to begin increasing the polling
delay towards maxpoll. When the accuracy of the two clocks is significantly different, or there is significant latency,
for example, the two clocks may never be in sufficient agreement to increase the delay towards maxpoll. In this
case, Equalizer will continue to sync approximately every 64 seconds. This behavior indicates that a different NTP
server should be chosen.

We do NOT recommend changing the default minpoll and maxpoll delays in the NTP configuration file, in order to
ensure an accurate system clock. NTP packets are very small and should not cause any problems with Equalizer or
network operation, except as described in the following section.

NTP and Plotting

When you initially configure NTP, this may effectively disable plotting until NTP completes the initial
synchronization of Equalizer’s system clock with the NTP server -- which may take from several hours to several
days. This is because plotting depends on accurate timestamps in the plot log. Since initially NTP is adjusting the
time at frequent intervals, the timestamps in the plot log may become out of sync with the system clock, and so no
plot data may be returned. Once NTP is no longer making adjustments to the system clock, plotting will function
normally.
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To manage system time on Equalizer, follow this procedure:

1. Log into the Administrative Interface using a login that has add/del access for global parameters (see “Logging
In” on page 33).

2. Select Equalizer > Maintenance > System Time:

Clusters Status Monitoring Permissions Maintenance

General System Time License Information Certificates Static Routes

rtimezone setting

timezone | (GMT -05:00) America/Mew_York =l

cormrmit cancel

~date and time

current date I]Eij |December j |2I]I]?j

current time I]Eij ; |21 j

To automatically set system time using a Metwork Time Protocol (MTP) server, set st least & primary server and enable
the check haox belowe. For a list of MTP poal zervers, select Help > Context Help.

enable NTP synchronization W
prirnary server D.us.poal.ntp.org
secondary server |1.us.pool.ntp.org
tertiary server [2.us.poal.ntp.org

cormrmit cancel

Figure 30 The System Time tab
3. To set the time zone, make a selection from the drop down box in the timezone setting section, and select the
commit button in that section. To configure the system time or NTP, go to the next step.
4. You can set the system time manually or using a Network Time Protocol (NTP) server. Do one f the following:
a. Use the drop-down boxes at the top of the date and time field to manually set the date and time. Make sure
the enable NTP synchronization check box is disabled.

b. Turnon the enable NTP synchronization check box and type in the name of an NTP server into the
primary server text box. You can also specify two additional servers to be used in sequence if the first is
unavailable. See the section “Selecting an NTP Server” on page 61 for help choosing an appropriate NTP
server. The above is an example appropriate for locations in the United States.

5. Select the commit button in the date and time section to save your changes.
Selecting an NTP Server

We recommend that you specify NTP pool servers appropriate for your geographic location. Selecting a pool server
means that you are specifying an alias that is assigned by ntp.isc.org to a list of time servers for a region. Thus, NTP

Equalizer Installation and Administration Guide 61



Chapter 4: Configuring Equalizer Operation

pool servers are specified by geography. The following table shows the naming convention for servers specified by
continent:

Table 31:
Worldwide pool.ntp.org
Asia asia.pool.ntp.org
Europe europe.pool.ntp.org
North America north-america.pool.ntp.org
Oceania oceania.pool.ntp.org
South America south-america.pool.ntp.org

To use the continent-based NTP pool servers for Europe, for example, you could specify the following pool servers
in Equalizer’s time configuration screen:

0.europe.pool .ntp.org
1.europe.pool.ntp.org
2.europe.pool .ntp.org

You can also specify servers by country. So, for example, to specify a UK based time server pool, you would use:
O.uk.pool ._ntp.org

1.uk.pool._ntp.org
2.uk.pool.ntp.org

Or, for the US, you would use:
O0.us.pool.ntp.org

1.us.pool._ntp.org
2.us.pool.ntp.org

Be careful when using country based NTP pool servers, since some countries contain a very limited number of time
servers. In these cases, it is best to use a mix of country and continent based pool servers. If a country has only one
time server, then it is recommended you use a time server pool based in another nearby country that supports more
servers, or use the continent based server pools.

For example, Japan has 6 (six) time servers as of the date this document was published. The organization that
maintains time server pools recommends using the following to specify time server pools for Japanese locations:

2.jp-pool.ntp.org
O.asia.pool.ntp.org
2.asia.pool._ntp.org

For more information on choosing NTP pool servers, please see the NTP pool server web pages at:

http://ntp.isc.org/bin/view/Servers/NTPPoolServers
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General System Maintenance

General System Maintenance

The Equalizer > Maintenance > General tab contains buttons for the system maintenance tasks described in the
following sections:

Saving or Restoring Your CONfigUIatioN ...........occuuiieeiiiiiiies e ciies e e e e e e st e e e eeaaa e e e e e eaaraeaeeesneeas 60
Shutting DOWN EQUALIZET ... ..ttt et e ettt e e e e i b b e e e e e e nee e e snbne s 61
REDOOUNG EQUAIZET .....eeiiiiiiieee et e et e e e e b bt e e e e e nbe e s ebbeeaeeean 61
Creating a System INformation ArChIVE ............cuiiiiiiiiii e e 61

Saving or Restoring Your Configuration

You can save your Equalizer configuration to an archive file or to load a saved configuration to restore a previous
Equalizer configuration. When you save your configuration, Equalizer wraps up the following information in a
binary file:

* /var/eqg/eq.-conf, which contains the cluster/server configurations that appear in the left frame of the
administrative interface, the failover configuration, interface IP addresses, and GUI logins.

* /var/eqg/envoy.conf, which is the Envoy configuration (if Envoy is installed); it contains geographic
cluster and site information from the left pane of the administrative interface.

* /var/eqg/licenses, which contains licensing information.

»  Configuration files from /etc (including hosts, master .passwd, ntp.conf, passwd, rc.conf-eq,
resolv.conf, syslog.conf)and Zetc/ssh (including ssh_config, sshd_config, and host keys).

Backing Up Your Configuration
To back up your current configuration to a file, follow these steps:

1. Log into the Administrative Interface using a login that has add/del access for global parameters (see “Logging
In” on page 33).

2. Select Equalizer > Maintenance > General. Then select the Backup button.

3. When prompted, specify the location and filename to use for the backup archive. The default backup archive
name is of the form hostname-mm.dd.yyyy-HH.MM.bkp, where hostname is the Equalizer system name, mm is
the month, dd is the day, yyyy is the year, HH is hours and MM is minutes. Click OK to save the backup archive.

Restoring a Saved Configuration
To restore a saved configuration, follow these steps:

1. Log into the Administrative Interface using a login that has add/del access for global parameters (see “Logging
In” on page 33).

2. Select Equalizer > Maintenance > General. Then select the restore button.

3. Click Browse... to locate and select the previously created backup archive that you want to use to restore the
Equalizer configuration.

4. Click restore to upload the configuration file. Equalizer automatically reboots to update the configuration.

Caution — Be very careful when restoring configurations. The saved IP information could cause conflicts on the
network if the restored file comes from another Equalizer (for example, the backup Equalizer in a failover
configuration). If IP conflicts occur, use the console-based Equalizer Configuration Utility (eqadmin) to reconfigure
the restored system’s IP addresses. See Chapter 3, “Configuring Equalizer Hardware”.
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Shutting Down Equalizer

Before turning off Equalizer or disconnecting the power, you should perform a clean shutdown. Once Equalizer
shuts down, it must be power cycled to boot.

To shut down Equalizer cleanly, follow these steps:

1.

Log into the Administrative Interface using a login that has add/del access for global parameters (see “Logging
In” on page 33).

Select Equalizer > Maintenance > General. Then select the shutdown button.

In the confirmation dialog box, click shutdown to confirm that you really want to shut down Equalizer (or click
Cancel to abort the shutdown request). If you click shutdown, Equalizer immediately initiates the shutdown
cycle. After waiting 30 seconds, you can safely power down the Equalizer.

Rebooting Equalizer

Rebooting Equalizer shuts it down cleanly and then restarts the system. To reboot the Equalizer:

1.

Log into the Administrative Interface using a login that has add/del access for global parameters (see “Logging
In” on page 33).

Select Equalizer > Maintenance > General. Then select the reboot button.

In the confirmation dialog box, click reboot to confirm that you really want to reboot Equalizer. A progress
dialog is displayed while the system shuts down and reboots. Once the progress screen closes, refresh the
browser display.

Creating a System Information Archive

You can create an archive that contains various configuration files, logs, and other information used by Coyote Point
Support to help diagnose problems you are having with Equalizer. (In earlier releases, creating this archive was
performed by logging into Equalizer and executing the eqcollect command.)

To create the system information archive:

1.
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Log into the Administrative Interface using a login that has read access for global parameters (see “Logging In”
on page 33).

Select the Equalizer > Maintenance > General tab.
Select the save state button to create the archive. Once Equalizer collects the information for the archive, a

dialog box is displayed by your browser to open or save the archive. Save the archive to a file on your local hard
disk and note its location.

The default archive name is eqcollect.tgz; we recommend you use a unique file name that includes the name of
the system from which the archive was taken and the date, as in: eqcollect_system-name_dd-mm-yy.tgz. This
ensures that you don’t overwrite an existing archive, and helps identify the archive to Coyote Point Support.

Open your email client, and send the file you saved to support@coyotepoint.com as an attachment. Explain
the nature of your problem in the email, or just include the support ticket number you were given previously by
Coyote Point Support.
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Configuring Static Routes

Static routes are commonly used to specify routes to IP addresses via gateways other than the default.

A default gateway is specified when you configure Equalizer via the eqadmin character based interface. If you need
to access systems on a subnet that cannot be reached via this gateway, then you need to specify a static route to
those systems through the gateway for that subnet.

Static routes on Equalizer are specified using the browser-based Administration Interface. Static routes can also be
defined from the command line via the serial interface, but we recommend you use the browser interface exclusively
to manage static routes on Equalizer. The interface manages changes to the /var/etc/rc.conf-eq file for you, and
updates Equalizer’s routing tables (displayed using the netstat -nr shell command) as you add and delete them.

Adding a Static Route

1. Log into the Administrative Interface using a login that has add/del access for global parameters (see “Logging
In” on page 33).

2. Select Equalizer > Maintenance > Static Routes:
Clusters Status Monitoring Permissions Maintenance
General System Time License Information Certificates Static Routes

Uze thiz table to define static routes on Equalizer. This iz usualy necessary only when & cliert
or zerver iz nat on the zame zubnet as Equalizer's external or internal interfaces.

reset table width

| Name | Type | NetworkHost | Gateway | _Actions

net172 -het 1721616 10.0.0.172 .

Figure 32 The static routes screen

The table contains the following information for each configured static route on the system:

Name An identifier for the route.

Tvoe Either host to specify a route to a host address,
yp or net to specify an address for a subnet.

The IP address for the host or subnet. Can be
specified as a Classless Internet Domain

Network Routing (CIDR) address to specify a netmask;
for example: 192.168.1.0/24.
The IP address of the gateway used to reach
Gateway

the host or subnet.
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3.

4.

Click on the Add icon ™ . The Add New Route screen appears:

Add New Route @@

~hew route settings
narme
route type I host vI
netwark/host
gateway
carnmit cahcel

Figure 33 The add new route screen

Enter the parameters for the route, and select commit. You are returned to the Static Routes table, which now
displays the route you added.

Modifying a Static Route

1.

Log into the Administrative Interface using a login that has write access for global parameters (see “Logging
In” on page 33).

Select Equalizer > Maintenance > Static Routes.

Highlight the route you want to change in the table and select the Modify icon | . The Modify Route screen is
displayed:

Edit the values shown as needed and select commit to submit your changes. You are returned to the Static
Routes screen, which now displays the updated route.

Deleting a Static Route

1.
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Log into the Administrative Interface using a login that has write access for global parameters (see “Logging
In” on page 33).

Select Equalizer > Maintenance > Static Routes.

Highlight the route you want to delete in the table and select the Delete icon . A confirmation screen
appears.

Select commit to delete the route. You are returned to the Static Routes screen, from which the route has been
removed.
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Administering Virtual Clusters

A virtual cluster is a collection of servers with a single network visible IP address. All client requests come into

Equalizer through a cluster IP address, and are routed by Equalizer to the appropriate server in the cluster, according

to the load balancing options set on the cluster.

The following sections show you how to create and manage virtual clusters and the servers they contain:

WOrking With VIrtUal CIUSTEIS ....ooiiiiiiiie ettt e e st e e e e e ate e ebeeeeeean

Adding @ Layer 7 VIrtUAI CIUSTET ..ottt et e e e e e e e sebeeeeeean
Modifying @ Layer 7 VIrtUal CIUSTEI .........eiiiiiiieie ettt e s e e e
Layer 7 ReQUINEA Tab ....cooi ettt et e e et e e e e st ae e e e e neeeas
Layer 7 Probes Tab .......coo et
Layer 7 PersiStENCE Tab .....o.eeiiiiiiii e
Layer 7 NetworKing Tab ..ot e e
Layer 7 Certificates Tab (HTTPS ONIY) ..ooiiiiiiiiiiiiiiiee e
Layer 7 SSL Tab (HTTPS ONIY) ...t
Adding @ Layer 4 VIrtUAl CIUSTET ......couueeieie ittt e e e e e e sebeeeeeean
Modifying @ Layer 4 VIrtual CIUSTEI .........eeiiiiiieie ettt et e e e e
Layer 4 Required Tab.........ccccvveveeiiinnnen.
Layer 4 Probes Tab.............
Layer 4 Persistence Tab ....
Deleting a Virtual CIUSEET ........cceeviiiiiiiieerieereee e
Configuring a Cluster’s Load-Balancing Options ...........
Equalizer's Load Balancing Policies......................
Equalizer’s Load Balancing Response Settings
Aggressive Load BalanCing .........cooiuiiiiiiieiiie ettt
Dynamic Weight OSCIlIALIONS .........cooueiiiiiie ettt e e neees
Configuring a CIUSLEr 10 USE SEIVEr AQENTS .....c.eeiiiieieiiieeiiiee st e sttt e siee s teeessteee s snteeesnteeesneeesnneeas
ENabling PersiStENt SESSIONS ......coiiiiiiiiieeitiie e eee et et ste e s e e et e s sste e e steeeantbeeesnbeeesnneeanneeean
Enabling Sticky CONNECHIONS .......coiiiiiiiiieeie ettt e e e e e st e e snnees
Enabling Cookies for PersiStent SESSIONS. .........eiiiiieiiiie e reeee et seeee e e s aes
Enabling the Once Only and Persist OPLiONS .........cueieiiiieiiiieeiiiie et
Enabling Both the Once Only and Always Options
Enabling Once Only and No Header Rewrite for HTTPS
Enabling Once Only and COMPIrESSION .........eeiiiieiiiieiiieeaiieeesiee e steeeatie e s e e steeesbeeeesneeeesnneeesnneeas
Using Active Content VErification (ACV) .....eeo ittt st saeee et e e st e e sneee s saee s
Controlling Server Verification INfOrMation ............coooiiiiiiiiiiie e
[0 F= o] 1 o A O PSP
HTTPS HEAUET INSEITION ....viiiiiiiiieieie ettt ettt ettt ekttt e n b e bbb e e es
Specifying a Custom Header for HTTPS CIUSTEIS ......cuoiiiiiieiiie et
Performance Considerations for HTTPS CIUSIEIS ........civiiiieiiiiiieiieee et
Providing FTP Services 0n @ Virtual CIUSTET ........cccuiiiiiiiiiiiie ettt
FTP Cluster CONfIQUIALION ......c.uiiiiiiie ettt ettt et e e st e et e e st e e enneeenes

=g = To TT Yo TRST=T AV £ T TP PO TP PPPOPPPPPPRI 92

THE SEIVET TADIE .t e st e e e n bt e e s bt e et e e nns 92
Server Software CONfIQUIALION .......cocuiiiiiiieii e 93
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AddING @ SEIVEI 10 @ CIUSLET ...t e et e e e e et e e e e e annee e e e e e anneae s eneeeeas 93
Y ToTe 1 YT aTo = TS T=T VT U PPPPRRTN 94
Adjusting @ Server's StatiCc WEIGNT ........oooiiii e e e s e e e e eaeneeee s 96
Setting Static Weights for HOmogenous CIUSLEIS ..........cooiiiiiiiiiiiiee e 97
Setting Static Weights for MiXed CIUSLEIS ..........oiiiiiiiieie e 97
Setting Maximum CONNECHIONS PEF SEIVET ........ciiiiiiiiiiia et e e e et eee e e e e e e e aneeeeaeaaantreeaaesanraeeaaeaan 97
Setting Maximum CONNECHIONS ON & SEIVET .......ooiiiiiiiiie et e et e e e e e e eeeee e e e s eneeeeaaeean 98
Using a Hot Spare in a Cluster with a Maximum Connections Limit............cccocceeiiiiiienennnne. 98
Shutting Down a Server GraCefUlly ....... ..o e

Removing a Layer 7 Server from Service
Removing a Layer 4 Server from Service

DEIBLING B SEIVET ..ttt e oottt e e e ettt e e e e et beeee e e e sbeeeeeeeasnseeeaeeannseeeaansseeeaeaannes
Configuring DIireCt SEIVEN RETUIN ....uviiiiiiiiiiie ettt e ettt e e e e e e ettt e e e st et e e e s etb e e e e e s sassaaeeesnnsaeeas
Configuring Servers for DIreCt SErver RETUIN ........ooiiiiiiie et e e e snrre e e e saenes
Configuring Windows Server 2003 and 1S fOr DSR.......coccviiiiiiiiiiiiee e 103
Configuring a Loopback Interface on Linux/Unix Systems for DSR..........cccccceiviiiieeceiiienenn. 104
Configuring APache 2.0 fOr DSR ......ciiiiiiiiiii et a e e e e e s e nnaeeae s 104
Testing Virtual Cluster CONfIQUIAtION .......oiiiiiiie et e e e e e e e e eene e e ennees 105

Working with Virtual Clusters

A virtual cluster acts as the network-visible front-end for a group of servers. Use the Equalizer Administration
Interface to add, configure, or remove virtual clusters and the servers that belong to them. The figure below shows a
conceptual diagram of an Equalizer with three clusters.

Equalizer

N 3 ! ;

= | |

P ). IS | |
: = ! | !
E = | | i
emmmreemmmeeermeene ’ S

Cluster 01 i = i Cluster 03
Cluster 02

Figure 34 An Equalizer with three defined clusters
The parameters you specify when setting up a virtual cluster determine how the Equalizer manages connections
between the Equalizer and the servers in a cluster, and how incoming requests are routed through the Equalizer to

the cluster. Before beginning to define a cluster, we recommend that you read this chapter in its entirety so that you
can:
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Working with Virtual Clusters

Determine the 1P addresses to use for each cluster, and for every server in each cluster.

Determine the protocol (Layer 4 TCP, Layer 4 UDP, Layer 7 HTTP, Layer 7 HTTPS) that will be used to
communicate between the Equalizer and the servers in each cluster:

 In L4 TCP and UDP clusters, Equalizer routes requests based on configured load balancing criteria, the
IP address, and the TCP or UDP port number. Load balancing decisions do not take into account the
content of the request.

Any TCP-based protocol (HTTP, HTTPS, FTP, etc.) can be load balanced by an L4 TCP cluster.

L4 UDP cluster are appropriate only for connectionless (stateless) applications, such as DNS, TFTP, Voice
over IP (VolP), and streaming applications; in particular, any application that exchanges short packets with
many clients, and where dropped packets are preferred to delayed packets (i.e., the highest possible
network performance is required).

e InHTTP and HTTPS clusters, Equalizer routes HTTP and HTTPS requests to particular servers based on
configured load balancing criteria, the IP address, the port, and the content of the request. Because
Equalizer examines the headers and content of the request, load balancing decisions can be made based on
custom criteria that is application specific, through the use of Match Rules.

Also note that in HTTPS clusters, Equalizer accepts HTTPS connections from clients, performs all the SSL
operations necessary to examine the request, and sends the request on to a server in the cluster using HTTP.
This offloads resource-intensive SSL operations from the server to Equalizer, improving overall server and
cluster performance.

Determine the load balancing policy (round robin, static weight, adaptive, fastest response, least
connections, or server agent) that the Equalizer will use to decide how to route incoming requests to the
servers in the cluster.

Determine the additional settings and flags to be used on the cluster and its servers. For most options, start
with the defaults and make incremental changes as you examine traffic passing through your clusters.

Adding a Layer 7 Virtual Cluster

To add a new virtual cluster, follow these steps:

1.

Log into the Administrative Interface using a login that has add/del access for global parameters (see “Logging
In” on page 33).

Right click on Equalizer (or the configure Failover Peer Name for this Equalizer) at the top of the left frame,
and select Add Cluster from the menu that appears. The Add New Cluster dialog appears.

Select Layer 7 HTTP or Layer 7 HTTPS and then click the Next icon =

Enter the following information:

The logical name for the cluster, or accept Equalizer’s default. Each
Cluster Name cluster must have a unique name that begins with an alphabetical
character (for example, CPImages).

Enter the ip address, which is the dotted decimal IP address of the
Cluster IP Address cluster. The IP address of the cluster is the external address (for
example, 199.146.85.0) with which clients connect to the cluster.

For HTTP and HTTPS protocol clusters, enter the port: the numeric port
number on the Equalizer to be used for traffic between the clients and
the cluster. For HTTP clusters, the port defaults to 80. For HTTPS
clusters, the port defaults to 443. This port also becomes the default
port for servers added to the cluster (though servers can use a different
port number than the one used by the cluster).

Cluster Port
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Click the Next icon =

5. A confirmation screen appears; click commit to create the cluster with the parameters shown.

6. The Configuration tab for the new cluster is opened. See the following section for an explanation of the Layer 7
cluster configuration tabs and parameters.

Modifying a Layer 7 Virtual Cluster

The configuration tabs for a cluster are displayed automatically when a cluster is added to the system, or by selecting . _
the cluster name from the left frame Configuration Tree. HTTP and HTTPS clusters parameters are divided among This section

the following tabs: does not
apply to the
* Layer 7 Required Tab E250si

* Layer 7 Probes Tab

* Layer 7 Persistence Tab

e Layer 7 Networking Tab

* Layer 7 Certificates Tab (HTTPS only)
e Layer 7 SSL Tab (HTTPS only)

These are described in the following sections. To update the settings on any tab, make changes and select the
commit button to save them.

Layer 7 Required Tab
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spoof causes Equalizer to spoof the client IP address when Equalizer routes a
request to a server in a virtual cluster; that is, the IP address of the client is
sent to the server, not the IP address of the Equalizer. This option is on by
default. If you disable this option, the server receiving the request will see the
Equalizer’'s address as the client address because the TCP connection to the
client is terminated when the request is routed. When spoof is enabled, the
servers in the cluster must use the Equalizer as the default gateway for
routing.

spoof

Limits Equalizer to parsing headers (and executing match rules) for only the
first request of any client making multiple requests across a single TCP
connection. This option is on by default. If this option is turned off, then
Equalizer will parse the headers of every client request. If the cluster does not
seem to work with once only enabled, try disabling it. See “Enabling the Once
Only and Persist Options” on page 83.

once only

If an Express GZIP Compression card is installed, the compress flag appears
in the HTTP and HTTPS cluster configuration screens. When the compress
cluster flag is enabled, Equalizer automatically detects requests to the cluster
compress from compression-capable browser clients and performs GZIP compression on
all cluster responses sent to that client. This effectively enables compression
for all clients using recent browser versions. Also see “Layer 7 Networking
Tab” on page 73.

Layer 7 Probes Tab

The default probe port used when a new server is created in this cluster.
Changing this parameter only affects the probe port used when a new server
is created; it does not affect the probe ports used by any existing servers.

By default, the cluster probe port field is set to zero and a value of zero is
used when a new server is created. Thereafter, the zero in the server's

LG et probe port field tells Equalizer to use the port field value for the probe port.

A specific probe port value can be set on the servers in the cluster as well
when they are created; see Adding a Server to a Cluster.

(Note that the server agent port remains a separate port that is used only
for server agent communication.)

The active content verification probe string. For more information, refer to

ACV probe “Using Active Content Verification (ACV)” on page 86.

The active content verification response string. For more information, refer to

O IR “Using Active Content Verification (ACV)” on page 86.

The minimum number of seconds between TCP and ACV probes of the
cluster’s servers. Also see the global parameters probe interval, probe
timeout, probe delay, and strikeout threshold under “Modifying Global
Parameters” on page 47.

probe delay

The port used to contact server agents. The default port is 1510. See

server agent port Appendix A, ”Server Agent Probes” on page 169 for more information.

An optional string that is sent to an agent when an agent probe occurs. See

L Appendix A, ”Server Agent Probes” on page 169 for more information.
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Layer 7 Persistence Tab

Please see “Enabling Persistent Sessions” on page 81 for a discussion of server persistence on Equalizer.
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Layer 7 Networking Tab

The parameters in the Networking tab affect:
« the amount of memory Equalizer allocates for data buffers and HTTP headers
e the connections between clients and Equalizer

e the connections between Equalizer and the servers in virtual clusters
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Layer 7 Certificates Tab (HTTPS only)

Use the Certificates tab to:

e upload an SSL certificate that clients will use to validate a connection to an HTTPS cluster (a cluster
certificate)

e upload an SSL certificate for Equalizer to use to validate clients that request connections to HTTPS clusters
(a client certificate)

See “Using Certificates in HTTPS Clusters” on page 192 for more information.
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Layer 7 SSL Tab (HTTPS only)

The SSL tab allows you to configure various options that are specific to HTTPS connections.
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Adding a Layer 4 Virtual Cluster

To add a new Layer 4 virtual cluster, follow these steps:

1.

rn

e

Log into the Administrative Interface using a login that has add/del access for global parameters (see “Logging
In” on page 33).

Right click on Equalizer (or the configure Failover Peer Name for this Equalizer) at the top of the left frame,
and select Add Cluster from the menu that appears. The Add New Cluster dialog appears.

Select Layer 4 TCP or Layer 4 UDP and then click the Next icon = .

Enter the following information:

o o

Click the Next icon =

A confirmation screen appears; click commit to create the cluster with the parameters shown.

The Configuration tab for the new cluster is opened. See the following section for an explanation of the Layer 4
cluster configuration tabs and parameters.
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Modifying a Layer 4 Virtual Cluster

The configuration tabs for a cluster are displayed automatically when a cluster is added to the system, or by selecting
the cluster name from the left frame Configuration Tree. TCP and UDP cluster parameters are divided among the
following tabs:

* Layer 4 Required Tab
e Layer 4 Probes Tab
* Layer 4 Persistence Tab

These are described in the following sections. To update the settings on any tab, make changes and select the
commit button to save them.

Layer 4 Required Tab
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Layer 4 Probes Tab
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Layer 4 Persistence Tab

sticky time is the number of seconds that Equalizer should “remember”
connections from clients. If you don't need sticky connections, set this
option to 0. For more information, refer to “Enabling Sticky Connections”
on page 81.

sticky time

inter-cluster sticky is a Layer 4 option that when enabled ensures that
Equalizer attempts to direct requests from a particular client to the same
inter-cluster server on another available port if the intended server port is

sticky unreachable. The Layer 4 clusters must have the same IP address,
different ports, and a non-zero sticky time. For more information, refer to
“Enabling Sticky Connections” on page 81.

Deleting a Virtual Cluster

Deleting a cluster with servers assigned to it also deletes the server definitions as well. To delete a cluster, follow
these steps:

1. Log into the Administrative Interface using a login that has add/del access for global parameters (see “Logging
In” on page 33).

2. In the left frame, right-click on the name of the cluster to be deleted and select Delete Cluster from the menu.

3. When prompted, click delete to confirm that you want to remove the cluster.

Configuring a Cluster’s Load-Balancing Options

Configure load balancing policy and response settings for each cluster independently. Multiple clusters do not need
to use the same load balancing configuration even if the same physical server machines host them. For example, if

one cluster on port 80 handles HTML traffic and one on port 8000 serves images, you can configure different load

balancing policies for each cluster.

When you use adaptive load balancing (that is, you have not set the cluster’s load balancing policy to round robin or
static weight), you can adjust Equalizer to optimize cluster performance. For more information, see “Adjusting a
Server’s Static Weight” on page 96.

Equalizer’s Load Balancing Policies

Equalizer supports the following load balancing policies, each of which is associated with a particular algorithm that
Equalizer uses to determine how to distribute requests among the servers in the cluster:

« round robin load balancing distributes requests equally among all the servers in the cluster. Equalizer
dispatches the first incoming request to the first server, the second to the second server, and so on. When
Equalizer reaches the last server, it repeats the cycle. If a server in the cluster is down, Equalizer does not
send requests to that server. This is the default method.

The round robin method does not support Equalizer’s adaptive load balancing feature; so, Equalizer ignores
the servers’ static weights and does not attempt to dynamically adjust server weights based on server
performance.

» static weight load balancing distributes requests among the servers depending on their static weights. A
server with a higher static weight gets a higher percentage of the incoming requests. Think of this method
as a weighted round robin implementation. Static weight load balancing does not support Equalizer’s
adaptive load balancing feature; Equalizer does not dynamically adjust server weights based on server
performance.
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« adaptive load balancing distributes the load according to the following performance indicators for each
server.

e Server response time is the length of time for the server to begin sending reply packets after Equalizer
sends a request.

e Active connection count shows the number of connections currently active on the server.
e Server agent value is the value returned by the server agent daemon (if any) running on the server.

« fastest response load balancing dispatches the highest percentage of requests to the server with the shortest
response time. Equalizer does this carefully: if Equalizer sends too many requests to a server, the result can
be an overloaded server with slower response time. The fastest response policy optimizes the cluster-wide
response time. The fastest response policy also checks the number of active connections and server agent
values (if configured); but both of these have less of an influence than they do under the adaptive load
balancing policy. For example, if a server’s active connection count and server agent values are high,
Equalizer might not dispatch new requests to that server even if that server’s response time is the fastest in
the cluster.

« [east connections load balancing dispatches the highest percentage of requests to the server with the least
number of active connections. In the same way as Fastest Response, Equalizer tries to avoid overloading
the server so it checks the server’s response time and server agent value. Least Connections optimizes the
balance of connections to servers in the cluster.

e server agent load balancing dispatches the highest percentage of requests to the server with the lowest
server agent value. In a similar way to Fastest Response, Equalizer tries to avoid overloading the server by
checking the number of connections and response time. This method only works if server agents are
running on all servers in the cluster. For more information about server agents, see “Configuring a Cluster
to Use Server Agents” on page 81.

Equalizer’s Load Balancing Response Settings

The responsiveness setting controls how aggressively Equalizer adjusts the servers’ dynamic weights. Equalizer
provides five response settings: Slowest, Slow, Medium, Fast, and Fastest. The response setting affects the dynamic
weight spread, weight spread coefficient, and optimization threshold that Equalizer uses when it performs adaptive
load balancing:

*  Dynamic Weight Spread indicates how far a server’s dynamic weight can vary (or spread) from its static
weight.

¢ Weight Spread Coefficient regulates the speed of change to a server’s dynamic weight. The weight spread
coefficient causes dynamic weight changes to happen more slowly as the difference between the dynamic
weight and the static weight increases.

e Optimization Threshold controls how frequently Equalizer adjusts dynamic weights. If Equalizer adjusts
server weights too aggressively, oscillations in server weights can occur and cluster-wide performance can
suffer. On the other hand, if Equalizer does not adjust weights often enough, server overloads might not be
compensated for quickly enough and cluster-wide performance can suffer.

Aggressive Load Balancing

After you fine-tune the static weights of each server in the cluster, you might discover that Equalizer is not adjusting
the dynamic weights of the servers at all: the dynamic weights are very stable, even under a heavy load. In this case,
you might want to set the cluster’s load balancing response parameter to fast. Then Equalizer tries to optimize the
performance of your servers more aggressively; this should improve the overall cluster performance. For more
information about setting server weights, see “Adjusting a Server’s Static Weight” on page 96.
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Dynamic Weight Oscillations

If you notice a particular server’s dynamic weight oscillates (for example, the dynamic weight varies from far below
100 to far above 100 and back again), you might benefit by choosing slow response for the cluster. You should also
investigate the reason for this behavior; it is possible that the server application is behaving erratically.

Configuring a Cluster to Use Server Agents

A server agent collects performance statistics from a server. If you configure a cluster to use server agents, Equalizer
periodically contacts the server agent daemon running on each server and downloads the server performance
statistics. You can also customize server agents to report on server resource availability; then Equalizer can stop
sending requests to a server if a database or other vital resource is unavailable.

Note — When you configure a cluster to use server agents, each server in the cluster must run a server agent
daemon, so that the agent can provide status information to the Equalizer. If no agent is running on a server in a
cluster configured to use the server agent load balancing policy, then the Equalizer will load balance without using
the agent return value for that server (unless pedantic agent is set for the cluster, in which case Equalizer
regards that server as down).

1. Log into the Administrative Interface using a login that has add/del access for the cluster (see “Logging In” on
page 33).

2. Inthe left frame, click the name of the cluster to be configured. The cluster’s parameters appear in the right
frame.

Select the Probes tab in the right frame.
Check the server agent checkbox.

In the server agent port field, specify the port used to contact the server agent; the default port is 1510.

IS

If your agent needs to have a string sent to it before it will respond, provide the string to be sent to the agent in
the agent probe field.

7. Click the commit button.

For information about writing your own server agents and using agents to monitor server resource availability, see
“Server Agent Probes” on page 169.

Enabling Persistent Sessions

Equalizer provides several methods by which sessions between clients and servers can be made persistent; that is, it
is possible to route a series of requests from a particular client to the same server, rather than have the Equalizer load
balance each request in the series -- potentially sending each request to a different server.

For Layer 4 clusters, persistent sessions are enabled using the sticky time cluster parameter and (optionally) the
inter-cluster sticky cluster flag. See “Enabling Sticky Connections” on page 81.

For Layer 7 clusters, persistent sessions are enabled using the persist or the once only cluster flags (which can be
enabled together or separately). See “Enabling Cookies for Persistent Sessions” on page 82 and “Enabling the Once
Only and Persist Options” on page 83.

Enabling Sticky Connections
For Layer 4 TCP and UDP clusters, you can use IP-address based sticky connections to maintain persistent sessions.

The sticky time period is the length of time over which Equalizer ensures that it directs new connections from a
particular client to the same server. The timer for the sticky time period begins to expire as soon as there are no
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active connections between the client and the cluster. If Equalizer establishes a new connection to the cluster,
Equalizer resets the timer for the sticky time period.

When you enable sticky connections, the memory and CPU overhead for a connection increase. This overhead
increases as the sticky period increases. You should use the shortest reasonable period for your application and avoid
enabling sticky connections for applications unless they need it. For most clusters, a reasonable value for the sticky
time period is 600 seconds (that is,10 minutes). If your site is extremely busy, consider using a shorter sticky time
period.

With the inter-cluster sticky option, you can configure Equalizer to direct requests from a particular client to the
same server on all available ports. Let’s say that a server has the same service available on ports 80 and 8080. If a
client attempts to connect on one port and the connection fails, tou want Equalizer to attempt to connect to the other
port.

You can do this by configuring two Layer 4 clusters with the same IP address, one on port 80 and the other on port
8080, a non-zero sticky time, and the inter-cluster sticky flag enabled. Define a server in each cluster using the
same IP and the appropriate port.

Note that inter-cluster stickiness only works between Layer 4 clusters. Although Layer 7 clusters automatically
provide inter-cluster stickiness, inter-cluster stickiness will not work between Layer 4 and Layer 7 clusters.

Inter-cluster stickiness is provided for the case where you have similar services running on the same server IP but on
different ports. If one service on one port becomdes unavailable, you’d like the traffic re-directed to the other port
instead of returning an error to the client.

Using port ranges for a cluster achieves essentially the same effect, without using another cluster IP address (see
“Layer 4 Required Tab” on page 77). Using inter-cluster sticky is preferable in situations where you’d like the
service available on multiple cluster IPs as well as multiple ports.

You must enable inter-cluster sticky for all the clusters to be bound together. The clusters with enabled inter-cluster
stickiness should contain identical sets of server IP addresses. For example:

Cluster www.coyotepoint.com:80 (HTTP)
Server srvl 192.168.0.5
Server srv2

Cluster www.coyotepoint.com:443 (HTTPS)
Server srvl 192.168.0.5
Server srv2

To enable sticky connections for a cluster, follow these steps:

1. Log into the Administrative Interface using a login that has add/del access for the cluster (see “Logging In” on
page 33).

2. Inthe left frame, click the name of the Layer 4 TCP or UDP cluster to be configured. The cluster’s parameters
appear in the right frame.

3. Select the Persistence tab in the right frame.
4. Inthe sticky time field, specify the sticky time period in seconds greater than zero.

5. Todirect all requests from a particular client to the same server even if the connection is to a different virtual
cluster, check the inter-cluster sticky checkbox. You can turn on inter-cluster stickiness only if you have
enabled sticky connections by specifying a sticky time greater than zero.

6. Click the commit button.

Enabling Cookies for Persistent Sessions

For HTTP and HTTPS clusters that support Layer 7 (L7) load balancing, you can enable the persist check box to
use cookies to maintain a persistent session between a client and a particular server for the duration of the session.

82 Equalizer Installation and Administration Guide

This section
does not
apply to the
E250si




This section
does not
apply to the
E250si

Working with Virtual Clusters

When you use cookie-based persistence, Equalizer “stuffs” a cookie into the server’s response header on its way
back to the client. This cookie uniquely identifies the server to which the client was connected and is included
automatically in subsequent requests from the client to the same cluster. Equalizer can use the information in the
cookie to route the requests to the same server. If the server is unavailable, Equalizer automatically selects a
different server.

This option is enabled by default. Also see the descriptions of the always, cookie age, cookie domain, and cookie
path cluster parameters under “Modifying a Layer 7 Virtual Cluster” on page 70.

Enabling the Once Only and Persist Options

Since HTTP 1.1, web browsers and servers have been able to negotiate persistent connections over which multiple
HTTP transactions could take place, by specifying a keep-alive option in the request header. This is useful when
several TCP connections are required in order to satisfy a single client request.

For example, before HTTP 1.1, if a browser wished to retrieve the file index.html from the server
www . coyotepoint.com, the browser would take the following actions:

Browser opens TCP connection to www . coyotepoint.com.
Browser sends request to server “GET /index.html”.
Server responds with the content of the page (a bunch of HTML).

Server closes connection.

a M w NP

Browser determines that there are objects (images) in the HTML document that need to be retrieved, so the
browser repeats Steps 1 to 4 for each of the objects.

As you can imagine, there is a lot of overhead associated with opening and closing the TCP connections for each
image. The way HTTP 1.1 optimizes this is by allowing multiple objects (pages, images, etc) to be fetched and
returned across one TCP socket connection. The client requests that the server keep the connection open by adding
the request header Connection: keep-alive to the request.

If the server agrees, the server will also include Connection: keep-alive in its response headers, and the client is
able to send the next request over the persistent HTTP connection without the bother of opening additional
connections. This is how Equalizer behaves.

For a Layer 7 cluster, Equalizer evaluates (and possibly changes) both the request and response headers that flow
between the client and server (the request and response bodies are not examined). Match rules are applied to each
client header, cookies may be inserted, and headers may be rewritten. When a client includes keep-alive in its
headers, there is a fair amount of work required by the Equalizer to determine when the next set of request headers is
ready to be parsed (evaluated), since there may be quite a lot of data going across the connection between sets of
headers.

To reduce this workload, the once only flag instructs the Equalizer to evaluate (and potentially modify) only the
first set of headers in a connection. So, in our example above, only the headers in the request for the index.html file
are evaluated; the subsequent requests to obtain the images are not load balanced, but sent to the same server as the
first request.

Enabling once only is basically not compatible with persistence and Layer 7 HTTPS cluster (SSL offloading), since
we generally want to examine every request in a connection when persistence or SSL offloading are enabled.
Whether once only is enabled or not has a significant effect on how Equalizer routes requests, as summarized in the
following table:
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For example, let’s look at how Equalizer processes HTTPS requests. For an HTTPS cluster, Equalizer offloads SSL
processing from the servers in the cluster; that is, Equalizer does all the SSL related processing itself, and then
forwards the request in HTTP to the server. When it does this, it inserts special headers into the request to indicate
that the request was received by Equalizer in HTTPS and processed into HTTP (see “HTTPS Header Insertion” on
page 88). If once only is set, these special headers are only inserted into the first request in a connection; the
remainder of the requests in the connection are still processed, but no headers are inserted. Most servers that support
SSL offloading require that every request contain the special headers -- therefore, in most cases like this you need to
disable the once only flag for the cluster if you want to be able to parse for these headers in every request on the
server end.
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The once only flag is enabled by default when adding an L7 cluster. In general, it is more efficient to enable once
only; but, in situations where load balancing decisions need to be made for every request or where any of the above
effects are undesirable, once only should be disabled.

Note — Although it is permitted by the software, it is not recommended to define a Layer 7 cluster with persist and
once only both turned off, and with no match rules. By defining a Layer 7 cluster in such a way, you are
essentially disabling Layer 7 processing, while still incurring extra overhead for the Layer 7 cluster. If your
application requires a cluster with no persistence, header processing, or match rules, then we recommend that
you define a Layer 4 UDP or TCP cluster for the best performance.

This section
does not
apply to the
E250si

Enabling Both the Once Only and Always Options

The always flag influences when Equalizer inserts cookies into server responses; it in turn is affected by the setting
of the once only flag, as shown in the following table:

once only
enabled

once only
disabled

always enabled

Equalizer always inserts a cookie into
the first set of response headers on a
connection only. The cookie is
inserted regardless of whether the
server included one in the response.

Subsequent responses on the same
connection are forwarded to the client
unchanged by Equalizer.

Equalizer inserts its own cookie into
all server responses on a
connection. The cookie is inserted
regardless of whether the server
included one in the response.

always disabled

If the first server response on a
connection already has a server
cookie in it, Equalizer inserts its own
cookie into the first set of response
headers on the connection. If the
response has no cookie in it, Equalizer
does not insert one of its own.

Subsequent responses on the same
connection are forwarded to the client
unchanged by Equalizer.

If the first server response on a
connection already has a server
cookie in it, Equalizer inserts its
own cookie into the first set of
response headers on the
connection.

Equalizer will insert a cookie into
subsequent responses on the same
connection if:

* they do not contain a valid cookie

* the cookie generation has
changed

¢ the server in the cookie has the
quiesce flag enabled

Note that the cluster parameters cookie path, cookie age, cookie generation, and cookie domain specify cookie
content for the cluster (see “Layer 7 Persistence Tab” on page 72). If any of these parameters are updated, this
changes the information used in the cookies that Equalizer inserts into server responses.

Enabling Once Only and No Header Rewrite for HTTPS

In a Layer 7 HTTPS cluster, clients connect to the cluster IP using HTTPS connections. Equalizer terminates the
HTTPS connection and communicates with the servers in the cluster using the HTTP protocol. By default, Equalizer
examines server responses for http:// URLs and rewrites them as https:// URLS, so that these URLs work
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properly on the client. If, for example, a server sends an HTTP redirect using the Location: header, this URL most
likely will include the http:// protocol. Equalizer rewrites this response so that the URL uses https://.

For server connections that contain multiple server responses, the setting of the once only flag determines whether
all responses are rewritten, or only the first response in the connection. This is shown in the table below.

Note that you can direct Equalizer to pass responses from the server without rewriting URLS by enabling the no
header rewrite flag on the cluster.

once only once only
enabled disabled
no header rewrite gg;ﬁ;:‘se izr;tci?nzfctr;snp%nse The headers of every response
disabled rewritten. in a connection are rewritten.
no header rewrite _ .
enabled No headers are rewritten. No headers are rewritten.

Enabling Once Only and Compression

When once only and compress are both enabled, the following table shows how this affects the compression of
multiple requests in the same connection.

once only once only
enabled disabled

This section
does not
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i Equalizer parses only the first request Equalizer parses every request in the
compression . ) ) . .
Bled in the connection and will compress connection and will compress all
ena the response if possible. responses if possible.

Using Active Content Verification (ACV)

Active Content Verification (ACV) is a mechanism for checking the validity of a server. When you enable ACV for
a cluster, Equalizer requests data from each server in the cluster and verifies that the returned data contains a
character string that indicates that the data is valid. You can use ACV with most network services that support a text-
based request/response protocol, such as HTTP. Note, however, that you cannot use ACV with Layer 4 UDP
clusters.

Controlling Server Verification Information

Specifying an ACV probe string and an ACV response string is one way to control the information that Equalizer
uses to verify the servers. Equalizer uses the probe string to request data from each server. To verify the server’s
content, Equalizer searches the returned data for the response string. Equalizer sends the ACV probe string as part of
the TCP server health check probe, and so expects to receive the ACV response string within the number of seconds
specified by the probe timeout global parameter (default 10) when performing ACV.

If there is no response or the response string does not appear in the first 1024 characters of the response, the
verification fails; once the number of failures equals the strikeout threshold, Equalizer marks the server down and
stops routing requests to that server.

If requests come in that contain cookies for a persistent connection to the down server, Equalizer will attempt to
route the packets to the server in the cookie, and when this fails Equalizer sends the request to the next available
server in the cluster (depending on the load balancing algorithm for the cluster). For the client, this means that any
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connection-related data stored on the downed server (such as a shopping cart) will be lost, and the client will need to
restart any operations begun that depend on that data.

How ACV works is best explained using an example. The HTTP protocol enables you to establish a connection to a
server, request a file, and read the result. Figure 35 illustrates the connection process when a user requests a telnet
connection to an HTTP server and requests an HTML page.

> telnet www.myserver.com 80 ————————— User requests connection to server.
Connected to www.myserver.com — g Telnet indicates connection is established.
> GET /index.html — g Usersends request for HTML page.

<HTML> —— 9 Server responds with requested page.
<TITLE>Welcome to our Home Page</TITLE>
</HTML>

Connection closed by foreign host. — g Telnet indicates server connection closed.

Figure 35 Retrieving content from a server via telnet.

Equalizer can perform the same exchange automatically and verify the server’s response by checking the returned
data against an expected result.

Specify an ACV probe string and an ACV response string to control the information that Equalizer uses to perform
the verification. Equalizer uses the probe string to request data from each server. To verify the server’s content,
Equalizer searches the returned data for the response string.

For example, you can use “GET /Zindex.html” as the ACV probe string and you can set the response string to
some text, such as “Welcome” in the example in Figure 35, which appears on the home page.

Similarly, if you have a Web server with a PHP application that accesses a database, you can use ACV to ensure that
all the components of the application are working. You could set up a PHP page called test.php that accesses the
database and returns a page containing “ALL OK” if there are no problems.

Then you would enter the following values on the add cluster or modify cluster screens:

ACY probe |GET festphp
ACY response [ALL OK|

If the page that is returned contains the correct response string (in the first 1000 characters, including headers) the
server is marked “up”; if “ALL OK” were not present, the server is marked down.

The response string should be text that appears only in a valid response. This string is case-sensitive. An example of
a poorly chosen string would be “HTML”, since most web servers automatically generate error pages that contain
valid HTML.

Enabling ACV
To enable ACV inan HTTP, HTTPS, or TCP cluster, follow these steps:

1. Log into the Administrative Interface using a login that has add/del access for the cluster (see “Logging In” on
page 33).

2. Inthe left frame, click the name of the cluster to be configured. The cluster’s parameters appear in the right
frame.

3. Select the Probes tab in the right frame.
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4. Inthe ACV probe field, specify the string Equalizer will send to the server’s probe port; this string should cause
the application on the server’s probe port to respond with a string that contains the ACV response.

Most protocols require a string to be sent to the server before a response is received. Some protocols, such as
SSH, do not require a probe string; for such protocols, the ACV probe can be left blank.

5. Equalizer sends this string to each server in the cluster to request verifiable data.

Note — When you set up a L7 cluster and add a probe string, \r\n (that is, a “carriage return” followed by a
“line feed”) is automatically added to the end of the string. On the other hand, when you set up a L4 cluster
and add a probe string, \r\n is not automatically added to the end of the string. The reason for this different
behavior is that L7 “knows” the protocol is HTTP/HTTPS but L4 does not know the protocol to be used for the
probe. If required for an L4 cluster, these characters need to be added manually.

6. Inthe ACV response field, specify a case-sensitive string. An ACV response string must be supplied or ACV
probing will not be enabled. Equalizer uses this string to verify the data with which the server responds to the
ACV probe. For content verification to succeed, the specified string must appear in the first 1024 characters of
the server’s response (including any headers).

7. Click the commit button.

HTTPS Header Insertion

When a connection is established by a client for an HTTPS cluster, Equalizer performs the SSL processing on the _ _
request (this is called SSL offloading), and adds some additional headers to the client's request before forwarding the | This section
request on to a server: does not

apply to the
X-LoadBalancer: CoyotePoint Equalizer E250si
X-Forwarded-For: (cluster®s IP address)
If the client provides an SSL certificate, the following are also added:
X-SSL-Subject: (certificate"s X509 subject)
X-SSL-Issuer: (certificate"s X509 issuer)
X-SSL-notBefore: (certificate not valid before info)
X-SSL-notAfter: (certificate not valid after info)
X-SSL-serial: (certs serial number)
X-SSL-cipher: (cipher spec)
If these headers are present in a request received by a server, then the server knows that the request was originally an
HTTPS request and was processed by Equalizer before being forwarded to the server.
These headers are inserted into every request if the once only flag is disabled; if once only is enabled, then only the
first request in a connection will have these headers inserted.
Some application may require a special header in the request, and the following section describes how Equalizer can
be configured to provide a custom HTTPS header for such applications.
Specifying a Custom Header for HTTPS Clusters
Some applications, such as Microsoft Outlook Web Access (OWA), may require that all incoming client requests use ) ,
the Secure Sockets Layer (SSL) protocol, meaning that all client requests must have the https:// protocol in the TZ'S SeCt'c;”
URI. oes no
apply to the
If OWA is running on a server in an Equalizer Layer 7 HTTPS cluster, then OWA will receive all requests with E250si
http:// in the URI, since Equalizer performs SSL processing before passing the requests on to the server.
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OWA allows for SSL offloading through the use of a special header, as explained in the following Microsoft
technical article:

http://technet_microsoft.com/en-us/library/578a8973-dc2f-4Ffff-83c6-
39b1d771514c.aspx.)

Two things are necessary when running OWA behind Equalizer:

» configure OWA to watch HTTP traffic for requests containing a custom header that indicates that the
request was originally an SSL request that was processed by SSL offloading hardware (i.e., Equalizer)
before reaching OWA (see the above article for instructions)

» configure the Equalizer cluster to add the custom header to all requests before sending them on to the OWA
server (this is explained below)

Equalizer provides the ability to specify a custom header for HTTPS clusters. The following procedure shows you
how to add a custom header to a new or existing HTTPS cluster definition, using the header required for an OWA
server as an example.

1. Log into the Administrative Interface using a login that has add/del access for the cluster (see “Logging In” on
page 33).

2. Inthe left frame, click the name of the cluster to be configured. The cluster’s parameters appear in the right
frame.

3. Select the Probes tab in the right frame.

4. Type the following in the custom header field:
Front-End-Https: on

5. Set other parameters and flags for the cluster as desired; see “Adding a Layer 7 Virtual Cluster” on page 69 for
more details.

6. Select commit to create or modify the cluster.

Performance Considerations for HTTPS Clusters

Layer 7 HTTPS clusters have several features which are not present in HTTP clusters. The two most important of
these features are:

» the injection of custom headers to relay to the server the fact that Equalizer terminated the HTTPS
connection and performed SSL processing on the incoming request (see the previous section, above)

» the "munging", or translation, of HTTP redirects to HTTPS redirects (see the description of the no header
rewrite flag under Modifying a Layer 7 Virtual Cluster)

One flag which frequently affects the behavior of these options is the once only flag. This flag is present to speed up
processing of HTTP requests by only looking at the first request, but since HTTPS has a lot of overhead associated
with it anyway, turning this flag off does not reduce HTTPS performance. Furthermore, having this flag on for
HTTPS clusters causes some applications to not function as needed.

In general, it is recommended to turn the once only flag off for HTTPS clusters. This is particularly true if you're
using Microsoft Internet information Service (11S) on the servers in your cluster.

For most applications, Xcel will sustain several hundred HTTPS transactions per second with no noticeable
degradation in performance either of the cluster or Equalizer.

In terms of bulk data throughput, the theoretical maximum throughput for Xcel/HTTPS is roughly 50% of that for
the Equalizer in HTTP mode: Equalizer models with gigabit Ethernet can move HTTP traffic at wire speed (1Gbit/s)
for large transfers, while Xcel can encrypt only approximately 400Mbit/s with 3DES/SHA1 or 600Mbit/s with RC4/
MDS5. This reflects the fact that Xcel is primarily a transaction accelerator, not a bulk data encryption device. It is
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noteworthy, however, that even when moving bulk data at 600Mbit/s, Xcel removes the entire load of HTTPS/SSL
processing from the servers in the cluster.

One final issue to be aware of is that Xcel supports only 3DES and RC4 encryption; it does not support AES. It also
does not support SSL or TLS cipher suites that use ephemeral or anonymous Diffie-Hellman exchange (cipher suites
whose names contain "EDH", "DHE", or "ADH").

The default configuration for HTTPS clusters created with an Xcel card present in the system will not use the modes
described above. If, however, one either modifies the cipher suite string in the advanced cluster properties to use
them (or, creates a cluster before installing the Xcel card and then adds an Xcel card to the system), it is possible that
they may be negotiated with clients. This will not lead to incorrect operation of the system, but will cause encryption
to occur in software (which does not perform as well as the Xcel card).

Providing FTP Services on a Virtual Cluster

The FTP protocol dates from the 1970s, and was designed to be used in an environment where:
¢ the network topology is simple
e the FTP server and client communicate directly with one another

« the addresses used by the client and server for active FTP data connections can be negotiated over the FTP
control connection

* the FTP server is able to make connections back to the FTP client

These operational characteristics of FTP require special configuration for load balancers (as well as firewalls and
NAT devices) that pass traffic between FTP servers and FTP clients:

*  NAT devices and routers (including load balancers like Equalizer) on the client and server sides must be
configured to monitor FTP transactions and provide appropriate address translation and packet rewriting.

« Firewalls on the client and server sides must be configured to let traffic on the ports used for FTP through
the firewall.

Consult the documentation for the firewalls and NAT devices used at your site to determine how to set up those
devices appropriately for FTP transfers. See the next section for how to configure an Equalizer cluster for
responding to FTP requests from clients.

FTP Cluster Configuration
When configuring an FTP cluster on Equalizer, the following guidelines must be followed:
1. The protocol for the cluster must be Layer 4 TCP.

2. The start port parameter for the cluster must be set to port 21. (Note that port 20 is also used, but you do not
specify it when adding the cluster.)

3. The spoof flag must be enabled for the cluster.

4. If your servers are on a network the outside world cannot reach, consider enabling Equalizer's passive FTP
translation global flag. This option causes the Equalizer to rewrite outgoing FTP PASV control messages from
the servers so they contain the IP address of the virtual cluster rather than that of the server. Note that if you
select this option, clients will only be able to connect to the cluster in passive (PASV) mode.

Also observe the following notes and limitations:

e Port redirection cannot be used with an FTP cluster; that is, the port range defined for the cluster and the
port ranges defined for the servers in the cluster must be identical.

< Defining a port range that includes but does not start at port 21 does not define an FTP cluster. The port
range must begin at port 21. In other words, specifying a start_port of 19 and an end_port of 50 does not
define an FTP cluster; Equalizer will assume that services other than FTP will be running on these ports.
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» FTP data connections are automatically configured (internally) with a sticky time of one second. This is
necessary to support the passive mode FTP data connection that most web browsers use. This means that
there will be one sticky record kept for each FTP data connection. For an explanation of sticky records, see
“Enabling Sticky Connections” on page 81.

»  FTP clusters occupy two internal virtual cluster slots, even though only one appears in the interface. This
permits Equalizer’s NAT subsystem to rewrite server-originated FTP data connections as they are
forwarded to the external network.
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Managing Servers

In this section, you will learn how to work with servers: adding them, adjusting their static weight, shutting them
down, and deleting them.

The Server Table

Click on a cluster name in the left frame and then click on the Servers tab to display a list of servers in that cluster.

Server Status:  Up  Down 7 Quiesced [/’ Hot Spare

reset table width

Hame IP Address Paort Status Actions
oy 65 192.168.1.20 80 Y | ik
s 102 192.168.1.30 &0 Y Y
sy 120 192.168.1.40 80 $ | ik
sv 19 192 168.150 &0 Y Y
sy 19457 100019 8D Y | ik

+

Figure 36 The server table
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Server Software Configuration

Please observe the following guidelines and restrictions when configuring the software that is running on your

SErvers:

If the spoof flag is turned on for a cluster (the default), you should configure your network topology so that
Equalizer is the gateway for all traffic for its virtual clusters. Each server in a cluster should be configured
to use Equalizer as its default gateway. This way, all packets that come through Equalizer from clients will
pass back through Equalizer and then to the clients.

You do not need to configure Equalizer as the gateway for the servers if you have disabled the IP spoof
flag for the cluster.

Server responses (and client requests) must contain 64 or fewer headers; any packet that contains more than
64 headers is dropped by Equalizer (along with the connection), and a message like the following is printed
to Equalizer’s event log:

Warning: Dropping connection from ip-address -- too many headers

Make sure that your server software is configured to return 64 headers or less in any response it sends back
through Equalizer.

If your application must use 64 headers or more in server responses, then you can turn the spoof flag off so
that server responses go back to the client without going through Equalizer. Be aware, however, that this
has no effect on the client side; any packets from the client with more than 64 headers will still be dropped
by Equalizer (and a warning appended to the event log). In most cases, client requests do not include that
many headers.

Adding a Server to a Cluster

To add a server to a virtual cluster, follow these steps:

1.

Log into the Administrative Interface using a login that has add/del access for the cluster (see “Logging In” on
page 33).

In the left frame, right-click the name of the cluster to be configured and select the Add Server command from
the menu.

Enter the following information:

The logical name for the server, or accept Equalizer’s default. Each

Server Name server must have a unique name in the cluster that begins with an

alphabetical character (for example, CPImages).

Enter the ip address, which is the dotted decimal IP address of the

Server |IP Address server. This is the address Equalizer uses to communicate with the

server.
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Unless you want to set up port redirection, you can usually accept the default value, which is the same as the
port of the virtual cluster.

Note — Equalizer performs all the encryption and decryption for HTTPS clusters, so traffic between the
Equalizer and the servers in an HTTPS cluster uses the HTTP protocol. When you add servers to an HTTPS
cluster, you should configure them on port 80.

If a port range has been defined for the server’s cluster, then the port field in the add server or modify server
screen refers to the first port on which to start servicing the cluster start port. For example:

If there is no service running on one or more ports in the port range, Equalizer will still attempt to forward
traffic to that port and return an error code to the client, just as if the client was connecting to the server directly.
Click the Next icon =

4. A confirmation screen appears; click commit to create the server with the parameters shown.

5. The Configuration tab for the new server is opened. See the following section for an explanation of the server
configuration parameters.

Modifying a Server

The configuration tabs for a server are displayed automatically when a server is added to the system, or by selecting
the server name from the left frame Configuration Tree.
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Log into the Administrative Interface using a login that has at least write access for the cluster that contains the
server (see “Logging In” on page 33).
In the left frame, select the name of the server to modify. The server Configuration tab is displayed in the right

frame:
[ Configuration | Reporting

- Server parameters

ip 10.0.10.121

port

probe port

max connections
weight

hot spare
guiesce

dant probe

daont persist

m fn bn B [

cormmit shiow defaults teset

Figure 37 Server Configuration tab
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Sets the maximum number of connections for the server, and overrides
max connections the max connections setting for the cluster (if any). See “Setting
Maximum Connections per Server” on page 97 for more information.

Determines a starting point (static weight) for the percentage of
requests to route to each server. For information about selecting an
appropriate static weight, refer to “Adjusting a Server’s Static Weight”
on page 96.

weight

Enable the hot spare check box if you plan to use this server as a backup
server, in case the other servers in the cluster fail. Checking hot spare
forces Equalizer to direct incoming connections to this server only if all
the other servers in the cluster are down. You should only configure one
server in a cluster as a hot spare.

For example, you might configure a server as a hot spare if you are

hot spare using licensed software on your servers and the license allows you to
run the software only on one node at a time. In this situation, you could
configure the software on two servers in the cluster and then configure
one of those servers as a hot spare. Equalizer will use the second server
only if the first goes down, enabling you to make your application
available without violating the licensing terms or having to buy two
software licenses.

When enabled, Equalizer avoids sending new requests to the server.
quiesce This is usually used in preparation for shutting down an HTTP or HTTPS
server. Please see “Shutting Down a Server Gracefully” on page 99.

Disables High Level Probes (TCP and ACV) for the server. This is usually
dont probe used to disable probe checks for a particular server without changing
the probe settings for the entire cluster.

Disables persistence for the server when the persist flag (Layer 7
cluster) or a non-zero sticky time (Layer 4 cluster) is set on the cluster.
For a Layer 7 cluster, this means that no cookie will be inserted into the
dont persist response header on the way back to the client. For a Layer 4 cluster, no
sticky record is set. This flag is usually used to disable persistence for a
hot spare. For an example, see “Using a Hot Spare in a Cluster with a
Maximum Connections Limit” on page 98.

3. If you made any changes to the default configuration values, click the commit button to save your changes.

Adjusting a Server’s Static Weight

Equalizer uses a server’s static weight as the starting point for determining the percentage of requests to route to that
server. Equalizer assigns servers with a higher static weight a higher percentage of the load.

Values for server weights can be in the range 20-200 (and 0, which essentially disables the server). When you install
servers, set each server's static weight value in proportion to its “horsepower.” All the static weights in a cluster do
not need to add up to any particular number; it’s the ratio of the assigned server weight for a server to the total of all
the server weights that determines the amount of traffic sent to a server.

For example, you might assign a server with 4 dual-core 64-bit processors operating at 3.40GHz a value of 100 and

a server with 2 dual-core 64-bit processors operating at 1.86GHz a value of 50. The first server will initially receive

approximately 66% (100 divided by 150) of the traffic. The second server will initially get about 33% (50 divided by
150) of the traffic. It’s important to note that setting the static weights of these servers to 100 and 50 is equivalent to
setting the static weights to 180 and 90.

If Equalizer is performing adaptive load balancing (ALB), you should generally use higher static weights. When you
have enabled Equalizer’s ALB feature (that is, the load balancing policy is not set to round robin or static weight),
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using higher static weights will produce finer-grained load balancing. Higher weights enable Equalizer to adjust
server weights more gradually; increasing the weight by 1 produces a smaller change if the starting weight is 100
than it does if the starting weight is 50.

However you set the static weights, Equalizer will adjust the weight of servers dynamically as traffic goes through
the cluster. Dynamic server weights might vary from 50-150% of the statically assigned values. To optimize cluster
performance, you might need to adjust the static weights of the servers in the cluster based on their performance.

Note — Equalizer stops dynamically adjusting server weights if the load on the cluster drops below a certain
threshold. For example, if web traffic slows significantly at 4:00 AM PST, Equalizer will not modify server weights
until traffic increases again. Because a server’s performance characteristics can be very different under low and
high loads, Equalizer optimizes only for the high-load case. Keep this in mind when you configure new Equalizer
installations; to test Equalizer’s ALB performance, you'll need to simulate expected loads.

Setting Static Weights for Homogenous Clusters

If all the servers in a cluster have the same hardware and software configurations, you should set their static weights
to the same value initially. We recommend that you use a static weight of 100 and set the load-balancing response
parameter to medium.

As with any new configuration, you will need to monitor the performance of the servers under load for two to three
hours. If you observe that the servers differ in the load they can handle, adjust their static weights accordingly and
again monitor their performance. You should adjust server weights by small increments; for example, you might set
the static weight of one server to 110 and the other to 90. Fine-tuning server weights to match each server’s actual
capability can easily improve your cluster’s response time by 5 to 10%.

Note — Equalizer’s ALB algorithm can take 10-15 minutes to fine-tune cluster performance when you change
static weights. After you change static weights, wait 30 minutes before you judge the cluster’s ALB performance.

Setting Static Weights for Mixed Clusters

Equalizer enables you to build heterogeneous clusters using servers of widely varying capabilities. Adjust for the
differences by assigning static weights that correspond to the relative capabilities of the available servers. This
enables you to get the most out of existing hardware, so you can use an older server side-by-side with a new one.

After you assign relative static weights, monitor cluster performance for two to three hours under load. You will
probably fine-tune the weights and optimize performance of your cluster two or three times.

Continue monitoring the performance of your cluster and servers and watch for any trends. For example, if you
notice that Equalizer always adjusts the dynamic weights so that the weight of one server is far below 100 and the
weight of another is far above 100, the server whose dynamic weight is consistently being reduced might have a
problem.

Setting Maximum Connections per Server

A new feature has been added for the HTTP, HTTPS, and L4 TCP cluster types that allows you to set a hard upper
limit on the number of active connections per server. When a server reaches the maximum connections limit,
requests will not be routed to that server until the number of active connections falls below the limit.

Typical reasons to set a maximum number of connections include:

« implementing a connection limit that is required due to software limitations, such as an application that can
service a limited number of concurrent requests

« implementing license restrictions that are not enforced by software; such as limiting the number of active
connections to an application that is licensed for a limited number of concurrent connections
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L]

setting a threshold that will limit resource utilization on the server

The max connections limit can be set on individual servers in a cluster, and behaves as described below:

L]

Setting max connections when you create a cluster sets the maximum number of connections for all
subsequently created servers in the cluster.

Setting (or changing) max connections when modifying an existing cluster does not set (or change) max
connections on any of the existing servers in the cluster. If you want the new max connections limit to
apply to existing servers, you will need to set (or change) max connections on each existing server.

Setting max connections when you create or modify a server overrides the max connections setting for the
cluster.

The max connections limit may be ignored on Layer 7 clusters with persist enabled. The persist option
tells Equalizer to insert a session cookie into all responses back to the client. When Equalizer gets another
request containing the cookie, and the max connections limit has already been reached, it accepts the
request anyway. However, if a hot spare is defined for the cluster, it sends the request to the hot spare
instead. If persist is not enabled, max connections is always enforced.

The max connections limit may be ignored on L4 TCP clusters with a non-zero sticky time. The sticky
time option tells Equalizer to keep a “sticky record” so an L4 connection can be persistent. When Equalizer
gets another request on a connection that already has a sticky record, and the max connections limit has
already been reached, it accepts the request anyway. However, if a hot spare is defined for the cluster, it
sends the request to the hot spare instead. If no sticky time is set, max connections is always enforced.

A new flag, dont persist, has been introduced. It is intended to be used to override persistent connections
for a hot spare in an L4 or L7 cluster whose other servers have a maximum connection limit. See the
section “Using a Hot Spare in a Cluster with a Maximum Connections Limit” on page 98.

Setting Maximum Connections on a Server

1.

Log into the Administrative Interface using a login that has add/del access for the cluster that contains the
server (see “Logging In” on page 33).

Do one of the following:

a.

Create a new server: right-click a cluster name in the left frame and select Add Server. After you enter and
commit the basic information, you’ll be taken to the server Configuration tab, where you can set max
connections as shown in Step 2.

Modify an existing server: click on the server name in the left frame to display the server’s Configuration
tab in the right frame.

Set max connections to a positive integer between 0 and 65535. A zero (the default) means that no connection
limit is set for this server. (Set other parameters and flags for the server as desired; see Chapter 6,
“Administering Virtual Clusters”, in the Installation and Administration Guide, for more details.)

Select commit to save your changes to the server configuration.

Using a Hot Spare in a Cluster with a Maximum Connections Limit

When a maximum connections limit is set on all the servers in a cluster (either by setting max connections on the
cluster or on each individual server), it is often desirable to define a hot spare server for the cluster, so that any
attempted connections to the cluster that occur after the max connections limit has been reached are directed to the
hot spare instead of being refused or sent to the server anyway because of a persistent connection.

In this case, the hot spare could be configured to return a page to the client that contains text explaining the reason
the connection has been refused. For example, the hot spare could return a page that says “All servers are currently
busy -- please try again later.”.

The hot spare server should be configured as follows:
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» Set max connections to zero (0), so that all connection requests sent to the hot spare are accepted.

« Enable the hot spare flag. This specifies that any requests refused by all the other servers in the cluster
because they reached their max connections limit (or are down) will be forwarded to the hot spare server.

* Enable the dont persist flag. We do not want connections made to the hot spare to persist. Each connection
to the cluster must first be load balanced amongst the other servers in the cluster and only go to the hot
spare if all the other servers have reached their max connections limit.

Shutting Down a Server Gracefully

To avoid interrupting user sessions, make sure that a server to be shut down or deleted from a cluster no longer has
any active connections. When a server’s static weight is zero, Equalizer will not send new requests to that server.
Connections that are already established continue to exist until the client and server application end them or they
time out because they are idle.

To shut down servers in a generic TCP or UDP (L4) cluster, you can set the server’s weight to zero and wait for the
existing connections to terminate. However, you need to quiesce servers in HTTP and HTTPS (L7) clusters to
enable servers to finish processing requests for clients that have a persistent session with the server.

When you quiesce a server, Equalizer does not route new connections from new clients to the server, but will still
send requests from clients with a persistent session to the quiescing server. Once all the persistent sessions on the
server have expired, you can set the server’s static weight to zero; then Equalizer will not send additional requests to
the server.

Note that while a server is quiescing, it will still receive new requests if all of the other servers in the cluster are
unavailable. This behavior prevents any new requests from being refused, but may lengthen the time needed to
terminate all active persistent connections.

Removing a Layer 7 Server from Service
To remove a Layer 7 server from service, follow these steps:
1. Inthe left frame, click the name of the server to be quiesced. The server’s parameters appear in the right frame.

2. Select menu > Change Server Parameters from the local menu. The modify server screen opens in the right
frame.

3. Check the quiesce checkbox; then click commit to save your changes.

4. Click on View > Cluster Summary in the main menu and select a refresh interval in the drop-down box. Watch
the quiescing server’s number of active connections. Once there are no active connections shown, select menu
> Change Server Parameters to set the server’s weight to zero; click commit to save the change.

5. Click on the server name in the left frame and check the number of total connections (click the server name to
refresh). If this number does not go to zero after a reasonable period of time, then there are clients that still have
open persistent connections to the server. To make sure that these connections are not dropped, but are
renegotiated after you take the server down, click on the cluster name in the left frame and increment the cookie
generation parameter by 1; then click commit.

This change invalidates all currently held cookies on all clients, and forces the client to renegotiate the
connection, rather then the connection being dropped.

To ensure that no cookie ever persists beyond a given time period, you can change the cookie age cluster parameter
from the default of 0 to some number of seconds that is reasonable for your application. Then, you only need to wait
that number of seconds after quiescing the server and changing its weight to 0 before it's safe to take the server
down. Note that this only applies to cookies created after the change is committed.
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Removing a Layer 4 Server from Service

To remove a Layer 4 server from service, follow these steps:

1.
2.

In the left frame, click the name of the server to be removed. The server’s parameters appear in the right frame.

Select Change Server Parameters from the local menu The modify server parameters dialog box opens in
the right frame.

Set the server’s weight to 0; click commit to save the change. This action prevents Equalizer from routing new
connections to the server.

Click on View > Cluster Summary in the main menu and select a refresh interval in the drop-down box. Watch
the server’s number of active and sticky connections. Once both of these numbers are 0, click on the server
name in the left frame and check the number of total connections (click the server name to refresh). Once that
number is 0 and the server’s idle time is greater than your application’s session lifetime, you can take the server
offline.

Deleting a Server

To delete a server from a virtual cluster, follow these steps:

1.

100

Log into the Administrative Interface using a login that has add/del access for the cluster that contains the
server (see “Logging In” on page 33).

If necessary, shut the server down gracefully before taking it out of service, as shown in the section “Shutting
Down a Server Gracefully” on page 99. This is particularly important if the server is in a Layer 4 cluster and
may have active connections; see Step 4.

In the left frame, right-click the name of the server to be removed and select the Delete Server command from
the menu.

When prompted, click delete to confirm that you want to remove the server from the cluster. Clicking delete
removes the server from the configuration immediately. To cancel the deletion, click cancel. If you attempt to
delete a server that has active connections:

e If the server is being deleted from a Layer 4 cluster, clicking delete removes the server from the
configuration and immediately terminates all active connections for that cluster IP and server.

e If the server is being deleted from a Layer 7 cluster, clicking delete removes the server from the
configuration, but does not terminate any active connections. Active connections for that cluster IP and
server will remain open until they are completed or reach the appropriate timeout.
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Configuring Direct Server Return

In a typical load balancing scenario, server responses to client requests are routed through Equalizer on their way
back to the client. Equalizer examines the headers of each response and may insert a cookie, before sending the
server response on to the client.

In a Direct Server Return (DSR) configuration, the server receiving a client request responds directly to the client IP,
bypassing Equalizer. Because Equalizer only processes incoming requests, cluster performance is dramatically
improved when using DSR in high bandwidth applications, especially those that deliver a significant amount of
streaming content. In such applications, it is not necessary for Equalizer to receive and examine the server’s
responses: the client makes a request and the server simply streams a large amount of data to the client.

DSR is supported on Layer 4 TCP and UDP clusters only.

DSR configurations are usually configured in single network mode, where the cluster IP and the server IPs are all on
the internal interface. An example single network mode DSR configuration is shown below:

PHYSICAL CONNECTION

———— - QOUTGOING TRAFFIC

- INCOMING TRAFFIC

Gateway

EE mmnnmlnml:m—ﬁm'm-}lrlruﬂ Equalizer

Servers dn dn Ju

Figure 38 Example of a DSR Single Network Mode Configuration
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DSR can also be used in dual network mode, although this is a less common configuration than single network
mode. Cluster IPs are on the external interface, and server IPs are on the internal interface. An example of a dual

network mode DSR configuration is shown below.

Internet
———— -

A | —————

PHYSICAL CONNECTION

OUTGOING TRAFFIC

INCOMING TRAFFIC

-] —

—_—————
Gateway

Servers

Figure 39 Example of a DSR Dual Network Mode Configuration

Equalizer

Configuring a Cluster for Direct Server Return

The following cluster parameters are used to enable and control direct return connections:
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To create a new cluster or modify an existing one for DSR, do the following:

1. Log into the Administrative Interface using a login that has add/del access for the cluster (see “Logging In” on
page 33).

2. Do one of the following:

a. Create a new Layer 4 TCP or UDP cluster: right-click Equalizer in the left frame and select Add Cluster.
After you enter and commit the basic information, you’ll be taken to the server Configuration tab.

b. Modify an existing Layer 4 TCP or UDP cluster: click on the cluster name in the left frame to display the
cluster’s Configuration tab in the right frame.

3. Enable the direct server return and spoof check boxes.

4. Increase the idle timeout parameter to at least 20 seconds, or double the setting of this parameter in the
Equalizer > Clusters > Networking tab, whichever is greater.

5. Select commit to save your changes to the cluster configuration.
6. Add servers to the cluster by clicking the server name in the left frame and selecting Add Server.

7. Perform the procedure in the following section on each server that you add to the cluster.

Configuring Servers for Direct Server Return

Server configuration for DSR involves these basic steps:
1. Install a loopback network interface on the server (usually only necessary on Windows systems).
2. Configure the loopback interface with the IP address and port of the DSR cluster.

3. Edit the configuration of the application on the server to listen for connections on the cluster IP and port. (An
HTTP server, for example, returns a Bad Hostname error to the client if there is an IP mismatch.)

The following sections show you how to do this on some representative server platforms:

Configuring Windows Server 2003 and I1S for DSR
The basic procedure below also applies to Windows XP and other versions of Windows.
1. Open Start > Control Panel and double-click Network Connections.

2. Select View > Tiles. If a Microsoft Loopback Adapter is already listed, proceed to the next step. Otherwise, to
install the loopback interface as follows:

Open Start > Control Panel > Add Hardware, and then click Next.

Click Yes, | have already connected the hardware, and then click Next.

At the bottom of the list, click Add a new hardware device, and then click Next.

Click Install the hardware that I manually select from a list, and then click Next.

Click Network adapters, and then click Next.

In the Manufacturer box, click Microsoft.

In the Network Adapter box, click Microsoft Loopback Adapter, and then click Next.

Click Finish.

S@e@ o a0 o

3. To configure the loopback interface for DSR:

a. In Network Connections, right click on the Microsoft Loopback Adapter and select Properties.
b. Inthe General tab, double-click on Internet Protocol (TCP/IP) in the scroll box.

c. Select User the following IP address, and enter the IP address and Subnet mask for the Layer 4 cluster,
as configured on Equalizer. Click OK.
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d. Click OK to return to Network Connections.
4. To configure the IS HTTP server for DSR:

a. Open Start > Administrative Tools > Internet Information Service (11S) Manager.

b. Inthe left frame, expand the local computer and then Web Sites to display a list of the web sites running
on the server.

c. Right-click on the web site you want to configure for DSR and select Properties.
d. Onthe Web Site tab, next to IP address, select the Advanced button.
e. Select the Add... button under the top list box.

f.  Enter the IP address and the TCP port for the Layer 4 cluster, as configured on Equalizer. Click OK.
g. Click OK twice to return to the Internet Information Service (11S) Manager.

You should now be able to send client requests to the cluster IP and port, and get responses directly from the I1S
HTTP server running on Windows 2003.

Configuring a Loopback Interface on Linux/Unix Systems for DSR

Unlike Windows, almost all Linux and Unix Systems install a loopback adapter by default. To see its current
configuration;

1. Log into the system as root, and enter the ifconfig command at the shell prompt (#):
# i1fconfig -a
100: flags=8049<UP,LOOPBACK,RUNNING,MULTICAST> mtu 16384
inet6 fe80::1%1o0 prefixlen 64 scopeid 0x3

inet6é ::1 prefixlen 128
inet 127.0.0.1 netmask OxFf000000

The output of the ifconfig command shows the configuration of all interfaces defined on the system. Loopback
interfaces have LOOPBACK in their configuration parameters. In the example output above, there is one loopback
interface: 100.

2. To configure the loopback adapter for the DSR cluster IP, enter a command like the following:
# ifconfig 100 192.168.1.176 netmask 255.255.254.0 alias

Where 192.168.1.176 is the cluster IP and 255.255.254_0 is the netmask for the subnet. [Note that on
some systems, add is used instead of alias in the command line above; check the manual page for ifconfig on
your system.]

3. Check to see that the loopback interface is configured with the IP alias:

# 1fconfig 100

100: flags=8049<UP,LOOPBACK,RUNNING,MULTICAST> mtu 16384
options=3<RXCSUM, TXCSUM>
inet 127.0.0.1 netmask OxfF000000
inet 192.168.1.176 netmask OxFFFffe00

Configuring Apache 2.0 for DSR

To configure an Apache 2.0 server running on a Linux or Unix System for DSR, edit the configuration file to add a
Listen directive for the cluster IP, and restart the server:

1. Log into the system as root, and edit the Apache configuration file using any editor. [On many systems, the
configuration file is found at /usr/local/etc/apache/httpd.conf.]

2. Look for the first line beginning with the Listen directive, and add another line that looks like this:
Listen 192.168.1.176

104 Equalizer Installation and Administration Guide



Testing Virtual Cluster Configuration

Where 192.168.1.176 is the DSR cluster IP. Save your changes to the file.
3. Reboot the server:

# apachectl restart

For more information, see the manual pages for httpd, httpd.conf, and apachectl on your system.

Testing Virtual Cluster Configuration

1. After you have configured a virtual cluster and added servers, use a web browser (or just use telnet) to connect
to each of the virtual clusters configured on the Equalizer from a system on your network. When you connect to
a virtual cluster from the external test machine, Equalizer should send the request to one of the servers
configured in the cluster, and you should see the output for that server.

2. From a client machine on the Internet, connect to each virtual cluster using a Web browser.

3. Try toreach Equalizer’s Administrative Interface via the internal, external (if configured), and failover (if
configured) IP addresses.

For help in resolving configuration problems, see Appendix F, "Troubleshooting” on page 205. Also visit the
Coyote Point Support Portal (http://www.coyotepoint.com/support.php) for more help.
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Monitoring Equalizer Operation

System status information and performance statistics can be gathered and displayed from within the Equalizer

Administrative Interface. Equalizer models E450si and above can also be monitored using standard Simple Network

Management Protocol (SNMP) utilities:
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Displaying Equalizer System Information

The Equalizer Status screen is displayed when you log into the Administrative interface, and anytime by selecting

Help > About:

— [=] Equalizer System Information

Equalizer Yersion
systemn D

serial no.
platform

system name

external interface
internal interface
external address
internal address

failover mode

Envoy geographic load balancing
=oL acceleration

Hardware GZIF compression

5.0.0a-interop
00112003555
CPO504-1066
edalsi Rev. 1.0
Eg-170

erm’
et

192.168.1.170

standalone
disabled
disabled
disabled

Figure 40 Equalizer system information

The Equalizer status screen displays information about Equalizer’s operation mode and overall status:
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Displaying General Cluster Status

To display a quick view of the status of all clusters and servers defined on Equalizer, click the second item from the
top of the left frame object tree; this is either Equalizer or, if failover is enabled, the failover peer name of the
Equalizer. An example of the General Cluster Status table is shown below:

Clusters | Status | Monitoring | Permissions = Maintenance

General Probes Networking |

ze the icons in the Actions column belowy to add, delete, and modify clusters.
et global parameters on the Probes and Hetworking tabs above.

reset tahle width Server Status:  §Up  JDown & Quiesced [ Hot Spare
Name Type IP Address Port Servers Actions
tep-test tep 14 1921681171 8O0 14080200 iK'
http-test http 1921681172 80 34040508 | iK'
udp-test udp 14 192.168.1.173 53 O#1#0200 1IN
hittps-test https  192.1B8.1.174 443 24040508 | IR
hitp_test 2 http  192.1B8.1.177 80 54040208 | L
°F

Figure 41 The general cluster status table
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Displaying the System Event Log

The System Event Log displays start-up, operating system, cluster, and server status messages. You can view the
last 20, 50, 100, 200, 500, or 1000 entries in any available sub-type.

1. Select Equalizer > Status > Event Log to view the log:

Clusters

Status Monitoring Per

Cluster Summary

max lines: |5|:| "Ilug type:

Statistics Event Log

missions Maintenance

Fyuls
Fyuls
Fiyubs
Fifah
Filah
Wy
pr
Fiyula
Fyuls
Fyuls
Fiyubs
Fifah
Filah
Wy
pr

a7
a7
a7
a7
a7
a7
a7
a7
a7
a7
a7
a7
a7
a7
a7

11:
11:
11:
11:
11:
11:
11:
11:
11:
12:
14:
15:
15:
le:
17:

3l:
32:
33:
33:
33:
43:
44:
44:
S4:
T H
42
13:
22:
57
oo:

29:
45!
n4a!
z4!
EL!
Lh:
15!
35!
La:
1a:
3l:
07:
oa:
18!
14!

egualizer-http-test j Refresh
hrep-relSualizer H by touch@l0.0.0.19 =)
hetp-ejegualizericp-test by touchBl0.0.0.19
RO 2y alizer-hitp-test by touch@lO.0.0. 19
http-teiefualizer-udp-test H by touch@l0.0.0.19
http-te{fqualizer-https-test H by touch@l0.0.0.19
htep-te{equalizer-http_test 2 4 by touch@l0.0.0.19
http-tefoperating system A by touchfl0.0.0.19

htrtp-test:sv_support:
htrtp-test:sv_support:
http-test: Support:
http-test: Fupport:
http-test:sv_support:
http-test: nopersist:
http-test: vl
http-test: avizZ:

g EFETEL S S S L B N LR R T L SN ST S S A PR T S SR UL B e SR L A RS TR TR SN T e

Figure 42 Viewing the system event log

2. Select the maximum number of lines to display from the bottom of the log in the max lines select box.

server down - failed to conne
changed by touchfl0.0.0.19
added b¥ touch@lo.0.0.19
wodified by touch@l0.0.0.19
deleted by touch@lo.0.0.19
added by touchfl0.0.0.19
server dowm - failed to conne
bhack up

3. Select the type of messages to display in the log type select box: equalizer displays the Equalizer software log;
operating system displays the log for Equalizer’s host operating system; other entries display log entries for
the appropriate cluster only.

4. Select the Refresh button to display the selected log entries.

To export the contents of a log, copy text from the log viewer screen and paste it into another application (such as
Windows Notepad); then, save the text to a file.
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Displaying the Virtual Cluster Summary

Select Equalizer > Status > Cluster Summary to open the Virtual Cluster Summary. This table displays basic status
and statistics for the currently configured virtual clusters, their associated servers, and Layer 7 match rules, as shown
in the example below:

Clusters Status Maonitoring Permissions Maintenance

Cluster Summary Statistics Event Log

The Cluster Summary table shows the server status and basic server statistics for all clusters. Click on the cluster
name inthe takle to dizplay the information for that cluster.

Refresh
Inune 'I

Server Status: i} Up 4 Down :ﬂ? Quiesced .L'fQHut Spare

o top-test +
44 udp-test +
&5 http-test

Servers Status Weight Processed Active
D1 ¢ 100 0 0

s102 & 100 0 0

a3 & 100 0 0
Match rules Processed

support a

nopersist a

Default a

o4 https-test +

&% http_test 2 +

Figure 43 Viewing cluster summary information

The cluster summary displays cluster status at the time the page was loaded. To set this information to automatically
refresh, select a Refresh interval in the select box at the top left of the tab.
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Click on a cluster name to open the summary for that cluster. For each server in a cluster, the table displays the
following information:

For each match rule in a Layer 7 cluster, the summary displays the following information:

If Envoy is enabled, GeoCluster names are also listed in the Cluster Summary table. For each site in a GeoCluster,
the summary displays the following information:
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Displaying Global Connection Statistics

Select Equalizer > Status > Statistics to display the following global connection statistics. All the statistics are reset
when the system reboots.
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1 Note that compression statistics are only displayed if an Express GZIP Compression card is installed in
Equalizer.

Displaying Cluster Statistics

To display statistics for a cluster, click on the cluster name in the left frame object tree, and then select the
Reporting > Statistics tab in the right frame. The following statistics are displayed:
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Displaying Server Statistics

To display statistics for a server, click on the server name in the left frame object tree, and then select the Reporting
> Statistics tab in the right frame. The following statistics are displayed:

Displaying GeoCluster Statistics

To display statistics for a GeoCluster, click on the GeoCluster name in the left frame object tree, and then select the
Reporting > Statistics tab in the right frame. The following statistics are displayed:

Displaying Site Statistics

To display statistics for a Site in a GeoCluster, click on the Site name in the left frame object tree, and then select the
Reporting > Statistics tab in the right frame. The following statistics are displayed:
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Plotting Cluster Performance History

To display a graphical representation of the performance history of a cluster:

1. Click on the cluster name in the left frame object tree, and then select the Reporting > Plots tab in the right
frame.

2. Scroll down using the scrollbar at the right of the plot screen to display the plot controls:

Delay -
SENErS

Active Connections

Hit Rate |
=elect RHefresh rate for chart via this_slider

T I VI T !

MENEr 5 secs 30 zecs 5
mins

=elect # of data points to display wia this slider

! | | IVI | | | !
G0 zecs S mins 30 mins 1 haur G hiours M

3. Inthe drop down box, use the Ctrl or Shift keys and the left mouse button to select one or more of the following
statistics to plot:
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Plotting Server Performance History

4. Use the slider controls to select the following:

5. The plot display is updated automatically with your settings the next time the display is refreshed.

Plotting Server Performance History

To display a graphical representation of the performance history of a server:

1. Click on the server name in the left frame object tree, and then select the Reporting > Plots tab in the right
frame.

2. Scroll down using the scrollbar at the right of the plot screen to display the plot controls:

Delay =
Y= =] g

Active Connections

Hit Riate hd
oelect Refresh rate for chart via this_slider

I I VI I !

reyer o zecE 30 zecs ]
mins

melect # of data points to display via this slider

! | | IVI | | | !
B0 secs S minz 30 mins 1 hour G hours MM

3. Inthe drop down box, use the Ctrl or Shift keys and the left mouse button to select one or more of the following
statistics to plot:
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4. Use the slider controls to select the following:

5. The plot display is updated automatically with your settings the next time the display is refreshed.
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Plotting Match Rule Performance History

Plotting Match Rule Performance History

Click on the server name in the left frame object tree, and then select the Reporting > Plots tab in the right
frame. The number of Processed Connections is the number of connections selected by the conditions of the
match rule, and is the only statistic plotted for match rules.

Scroll down using the scrollbar at the right of the plot screen to display the plot controls.

Use the slider controls to select the following:

Refresh rate The amount of time between updates of the plot data.

The time interval displayed in the plot. Sets the horizontal time
# of data points scale for the plot. For example, if 5 mins is selected, all the data
collected over the last 5 minutes is displayed in the plot.

The plot display is updated automatically with your settings the next time the display is refreshed.

Plotting GeoCluster Performance History

If you have installed Envoy for your Equalizer, you can use the Plot feature to view a graphical representation of the
performance history for the selected GeoCluster. To plot the performance history for a geographic cluster, follow
these steps:

1.

In the left frame, right-click the name of the geographic cluster whose history you want to view, and select Plot
GeoCluster from the menu. The graphical history for the selected cluster appears in the right frame.

To change the information being plotted, scroll down using the scrollbar at the right of the plot screen to display
the plot controls.

Choose the statistics to plot from the drop down box:

Request Rate The number of requests received for the cluster per minute.

Active Requests The number of requests that Equalizer is in the process of routing.

The average triangulation time when at least one site was able to
Network Latency respond. (This value does not include clients for which the default
site was selected.)

The number of requests directed to all sites in the cluster for the
specified duration. Note: You can only display the site summary
separately; you cannot plot the site summary on the same graph as
the other values.

Site Summary

Use the slider controls to select the following:

Refresh rate The amount of time between updates of the plot data.

The time interval displayed in the plot. Sets the horizontal time
# of data points scale for the plot. For example, if 5 mins is selected, all the data
collected over the last 5 minutes is displayed in the plot.

The plot display is updated automatically with your settings the next time the display is refreshed.
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Plotting Site Performance History

If you have installed Envoy, the Plot Site feature enables you to view a graphical representation of the performance
history for the selected site. To plot the performance history for a site, follow these steps:

1. In the left frame, right-click the name of the site whose history you want to view, and select Plot Site from the
menu. The graphical history for the selected cluster appears in the right frame.

2. To change the information being plotted, scroll down using the scrollbar at the right of the plot screen to display
the plot controls.

3. Choose the statistics to plot from the drop down box:

The number of requests in which an agent failed to reply to

Probes Missed .
Equalizer’s probes.

The number of ICMP ECHO requests that the agent at this site sent to

Ut eI (S0 clients and for which the agent received no response.

Indicates that the target resource failed to respond during the period

Resource Down plotted.

T number of times that Equalizer returned this site in response to a

Site Chosen .
client query.

The average network distance, in milliseconds, between the agent at

NERTES LEUEE) this site and the clients that made DNS requests.

Resource Load The relative workload of this site during the plotted period.

4. Use the slider controls to select the following:

Refresh rate The amount of time between updates of the plot data.

The time interval displayed in the plot. Sets the horizontal time
# of data points scale for the plot. For example, if 5 mins is selected, all the data
collected over the last 5 minutes is displayed in the plot.

5. The plot display is updated automatically with your settings the next time the display is refreshed.

Exporting Usage Statistics

You can export usage statistics, including the data collected for plotting cluster and server histories, to a comma
separated value (.csv) file that can be opened in any program (such as Excel) that accepts comma separated data as
input. The data is exported to the browser in a file with the default name export.csv. All available statistical data is
exported for the time period selected. To export usage statistics:

1. Select Equalizer > Monitoring > Export to CSV.

2. Select the time period for which you want to export the data from the drop-down box. (The size of the export
file will depend on the time period selected and the number of clusters and servers in your configuration.)

3. Select export to download the file for saving via your browser.
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Exporting Usage Statistics

The following statistics are reported in the exported file, with one line for every five seconds in the selected time
period:
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Configuring Custom Event Handling

You can configure Equalizer to perform certain actions when a server fails or other critical events occur. You can
forward Equalizer log information to another machine, and specify a command to run or email to be sent when a
server event occurs.

Forwarding Equalizer Log Information

You can forward log entries from Equalizer’s System Event Log (see “Displaying the System Event Log” on page
110), to another machine that is running a system logging daemon. When this option is enabled, each system event
message is sent to the remote system via a UDP datagram by the syslogd daemon running on Equalizer. To specify a
remote system logging host, follow these steps:

1. Log into the Equalizer Administration Interface (see “Logging In” on page 33).

2. Select Equalizer > Monitoring > Events.

— logging
Erter the hostname (not IP addrezs) of a system running a syslogd daemon on the standard zyslog UDP port
[514). Enakle the check hox to zend all events logged by Equalizer to the remote system.

use remote syslog [
syslog host

carmmit

Figure 44 The Events tab - logging field
3. Inthelogging field, enable the use remote syslog checkbox.

4. Inthe syslog host text box, type the host name (not the IP address) of the machine to which you want to
forward syslog messages. The system you specify must be running a system logging daemon (such as syslogd)
that is configured as a system logging host; see the documentation for the operating system running on that
system for more information.

5. Click the commit button.

Specifying a Command to Run When a Particular Event
Occurs

You can configure Equalizer to run a command that you specify (such as running a custom shell script) whenever
certain events occur. The following events trigger the specified command:

e Failure of a server

e Restoration of a failed server

e Failure of a server agent

e Restoration of a server agent

e Failover in a high-availability Equalizer pair

When an event command is configured and one of the above events occurs, the command is executed and a one-line
message describing the event that occurred is sent to the standard input of the specified command. This message can
then be read and examined by the command to which it is passed. It is the same message that is sent via email
notification for such events.
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Configuring Custom Event Handling

For example, the following shell script will append the current date and the event message to a file:

#1/bin/sh
read MSG
echo “date“: $MSG >> /tmp/echomsgs.txt

Once the above shell script is installed as (for example) /usr/bin/local/echomsgs on Equalizer, you can then tell
Equalizer to run the script by doing the following:

1. Log into the Equalizer Administration Interface (see “Logging In” on page 33).

2. Select Equalizer > Monitoring > Events

—handling
Erter the full pathname of & command ar script ta run on any server event (server upldowen, server agent
upddoen, failowver).

command to run on server event

cormmit

3. Inthe handling field, enter the command that you want Equalizer to run when it detects a server event. For our
example above, you would enter:

/usr/local/binfechomsgs

4. Click the commit button.

Note — Any program specified to run for a server event must complete its work and terminate within one or two
seconds to avoid interrupting Equalizer’s server failure detection facility.

Configuring Email Notification When a Particular Event
Occurs

You can configure Equalizer to send an email notification whenever a server event occurs, for the same list of events
shown in the previous section. You need to specify the sender and recipient email addresses, as well as the Simple
Mail Transfer Protocol (SMTP) server for this feature to work. Any SMTP server will work with Equalizer, and
usually will reside on another system on your network. The procedure below shows you how to use the event
notification screen to configure, enable, and disable email notification.

1. Log into the Equalizer Administration Interface (see “Logging In” on page 33).

2. Select Equalizer > Monitoring > Events

—email notification
Enter from and to addreszes in "useri@example com” or "suzer@example com=" farmat. The SMTP zerver can
he specified az an IP address or hostname. Enakble the check box to send email on any server event.

enable email notification ™
fram
to
SMTP server

cormmit
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In the email notification section, enter the sender of the email in the from field using the format required by
your SMTP server.

The address format to use depends on how your SMTP server is configured. For many servers, the
user@domain (e.g.: admin@example.com) format will be acceptable. Some servers can be configured to
require sender and recipient addresses that conform strictly to the RFC821 standard. For example, a postfix
SMTP server has an option called strict_rfc821 envelopes that, when enabled, requires that all addresses must
be enclosed in angle brackets, as in <user@domain> (e.g.: <admin@example.com>). If such a server receives
an email whose sender or recipient addresses are not enclosed in angle brackets, the server will return an
address syntax error.

Check the settings on your SMTP server to determine the address format you need to use, or ask your network
administrator.

If you leave the from field blank, the default address events@hostname.domain (e.g.:
events@sv01.example.com) will be used. (The hostname and domain used are part of the global parameters
specified when you set up the Equalizer hardware.)

Enter the recipient of the email in the to field using the format required by your SMTP server, as described in
the previous step. A recipient address must be specified.

Enter the SMTP address used for forwarding email using either dot notation (10.0.0.10) or the hostname in
the SMTP server field. The SMTP server must be listening on port 25.

Check the enable email notification checkbox (this box allows you to turn off email notification later without
removing your email configuration, as shown in the next section).

Click the commit button. (If the to or SMTP server fields are blank, or if you did not check the enable email
notification check box, you will not be able to commit the changes.)

Disabling Email Notification When a Particular Event
Occurs

To disable email notification:

1.
2.

124

Log into the Equalizer Administration Interface (see “Logging In” on page 33).

Select Equalizer > Monitoring > Events. On the event configuration screen, clear the enable email
notification checkbox.

Select commit.
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Browsing Equalizer Configurations using SNMP

The Simple Network Management Protocol (SNMP) is an internet standard that allows a management station to
monitor the status of a device over the network. SNMP organizes information about the Equalizer and provides a
standard way to help gather that information. Using SNMP requires:

*  An SNMP agent running on the system to be monitored.
* A Management Information Base (MIB) database on the system to be monitored.
*  An SNMP management station running on the same or another system.

An SNMP agent and MIB databases are provided on Equalizer Models E450si and above, implemented for
SNMPv1 and SNMPv2c.

A management station is not provided with Equalizer and must be obtained from a third party supplier. The
management station is often used primarily to browse through the MIB tree, and so is sometimes called a MIB
browser. One such management station that is available in a free personal edition is the iReasoning MIB Browser,
available from http://www. i reasoning.com.

A MIB database is a hierarchical tree of variables whose values describe the state of the monitored device. A
management station that want to browse the MIB database on a device sends a request to the SNMP agent running
on the device. The agent queries the MIB database for the variables requested by the management station, and then
sends a reply to the management station.

With SNMP, you can monitor the following information from the Equalizer MIBs:

Static configuration information, such as:
»  Device name and Model
e Software version
* Internal and external IP addresses and netmasks
e Default gateway
» Failover alias

Equalizer’s failover details
»  Sibling Name
»  Sibling Status (Primary or Secondary)
Dynamic configuration information, such as:
»  Failover status
* NAT enabled
e L4 configuration state
» L7 configuration state
»  Server Health check status
»  Email status notification
e Cluster parameters (timeouts, buffers)
»  Server parameters

Equalizer status
» L4 Statistics
e L7 Statistics

Equalizer cluster configuration
e L4 or L7 protocol of cluster
» Load balancing policy for cluster.
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e |P address and port (or range)
e Sticky time and cross cluster sticky
«  Cookie on or off

Enabling the SNMP Agent

The SNMP agent responds to outside SNMP requests, usually from an SNMP management station. To configure the
SNMP agent, follow these steps from the Equalizer Administration Interface in Edit mode.

1. Log into the Equalizer Administration Interface (see “Logging In” on page 33).

2. Select Equalizer > Monitoring > SNMP:

— =M agent configuration
Set values belowy to be uzed by the SMMP agent, and enable the check box to run the agent.

Enable SMNMP Agent W
system description Equalizer
system location |ocation
systerm contact contact
system name |jequalizer
cormmunity string  public

Enable SMMP traps by setting an IP address and optional port (default 162) to receive the traps. Enable the check
hoxes next to the events that will generate traps.

trap IP address:port

Enable server up/down events
Enable peer events

Enable failover events

Enable partition evants

EURCURC Y

comrmit reset

Figure 45 The SNMP settings screen.

3. Enter values for the system description, system location, system contact, and system name. Description is
the user-assigned description of the Equalizer. Location describes its physical location. Contact is the name of
the person responsible for this unit. Name is the administrative name for the Equalizer.

4. Enter a value for the community string. Any SNMP management console needs to send the correct community
string along with all SNMP requests. If the sent community string is not correct, Equalizer discards the request
and will not respond.

5. Enter an address and port in trap IP address:port. This specifies the IP address and port to which trap messages
should be sent. Usually this is the IP address of the machine running the SNMP management station
application. The port number used by default is 162, which is the default port used by SNMP management
stations; it must match the port on which the SNMP management station is listening for traps.
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6. Use the check boxes to enable the corresponding traps. The following table shows the traps that are enabled or
disabled using the check boxes.

This checkbox controls two traps, cpsSysEqServerDownEv and
cpsSysEqgServerUpEv. Equalizer triggers these traps when it detects
either a server failure or a response from a failed server.

Enable server up/down
events

This checkbox controls two traps, cpsSysEqSiblingContactLostEv
and cpsSysEqgSiblingContactOkayEv. Equalizer triggers these traps
whenever it is configured as part of a failover pair and it either loses
contact or regains contact (respectively) with its sibling.

Enable sibling events

This checkbox controls one trap, cpsSysEqAssumedPrimaryRoleEv.

Enable failover events . ; : -
Equalizer sends this trap whenever it assumes primary status.

This checkbox controls one trap, cpsSysEqPartitionDetectedEv.
Enable partition events [ Equalizer sends this trap whenever it is in failover mode and detects
that both Equalizers have assumed primary status.

7. Make sure the Enable SNMP Agent checkbox is turned on to start SNMP. To disable SNMP without removing
your configuration, turn off the Enable SNMP Agent checkbox.

8. Click commit to save your changes.

Setting Up an SNMP Management Station

An SNMP management station is not provided with Equalizer. In order to use SNMP to manage an Equalizer, a
third-party management console must be installed and configured on a machine that can access the Equalizer
system. Configuration procedures are specific to the management console used.

At a minimum, the SNMP management console needs to be configured to:
»  Use the Equalizer’s IP address and port 161 for SNMP requests.
»  Use the community string specified in the above procedure.

e Use the address and port specified in the above procedure for SNMP traps (usually port 162 is used for this
purpose, but this can be configured as shown in the above procedure).

*  Use the Equalizer MIB definitions; these need to be loaded into the management console, following the
instructions for the console. The Equalizer MIB source files are located at:

http://<kEqualizer-ip>/egmanual/cpsreg.my
http://<Equalizer-ip>/egmanual/cpsequal .my

In the above, <Equalizer-ip> is the IP address of the Equalizer. On the Equalizer, these are located in
the directory /usr/local/www/egmanual.

MIB Description

Equalizer’s Management Information Base (MIB) contains five major sections. These sections describe Equalizer’s
siblings (failover), configuration and status, clusters, servers, and events. Each object in the MIB contains a
description field that describes the object’s purpose. All of the MIB objects are read-only; that is, SNMP Set
operations are not supported.

Note that Equalizer’s MIB does not contain MIB objects for system, interface, and many other “standard” MIB
object trees common to many SNMP-enabled devices. As a result, any management station or other SNMP-based
software that queries for them will return an error. Only the objects defined in the cpsreq.my and cpsequal.my MIB
definition files are supported by Equalizer.
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The following is a summary description of the Equalizer MIB. The MIB source files contain detailed comments for
each variable; these comments may also be displayed by the MIB browser when a variable is accessed.

Siblings

The main object that describes siblings is cpsSysEqSiblings. This describes any siblings for failover configurations.

Configuration and Status

The main object, cpsSysEqualizer, is the largest object in the MIB and contains many sub-objects. These sub-objects
include:

eqStaticCfg - This group contains the static configuration information such as the name of the Equalizer, the
software version, internal and external IP addresses and netmasks, default gateway, failover alias, etc.

eqDynamicCfg - This group consists of several sub-groups and contains no variables of its own. The sub-groups are:

eqGlobalDynamicCfg - This group contains a number of global configuration items including failover status,
whether or not outbound NAT is enabled, etc.

egL4DynamicCfg - This group contains configuration variables specific to Layer 4 load balancing, the state of
passive FTP, idle timeout, stale timeout, etc.

egL7DynamicCfg - This group contains configuration variables specific to Layer 7 load balancing, including
send and receive buffer sizes, the state of SSL encryption, etc.

eqStatus - This group consists of two sub-groups and contains no variables of it's own. The sub-groups are.

eqgL4Status - This group contains Layer 4 statistics such as number of connections processed, peak connections,
and idle timeout count.

eqL7Status - This group contains L7 statistics such as active connections, peak connections and total number of
connections.
Clusters
The main object that describes clusters is cpsSysEqClusters. This consists of a set of tables describing the
configuration of, and operational statistics for, all of the virtual clusters configured within the system.
Servers

The main object that describes servers is cpsSysEqServers. This consists of a set of tables describing the
configuration of, and operational statistics for, all of the servers configured within each virtual cluster within the
system.

Events

The main object that describes Equalizer events is cpsSysEqEvents. This contains variables that control whether or
not traps are globally enabled and enable flags for each of the individual trap events.
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Using Match Rules

Note: This chapter does not apply to the E250si.

This chapter tells you all you need to know to create Layer 7 Match Rules that load balance requests based on the
content in the payload of the requests, as well as the header information and other request characteristics.
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Why Match Rules?

The ability to make load balancing decisions based on the content of a client request is what separates Layer 7
processing from the processing options available at Layer 4. For Layer 7 clusters, Match Rules provide fine-grained
control over load balancing decisions based on the content of the client request. If you need to be able to route
requests to the servers in a cluster based on the content of the request, Match Rules are the answer.

Note — Match rules are supported on Equalizer Models E350 and higher models; they are not supported on E250
models.

Match Rules Overview

Layer 7 clusters can use logical constructs called “match rules” to control the processing of the incoming data stream
from clients. Match rules extend the Layer 7 load balancing capabilities of HTTP and HTTPS clusters by allowing
you to define a set of logical conditions which, when met by the contents of the request, trigger the load balancing
behavior specified in the match rule.

Typically, a match rule selects the subset of servers that the load balancing algortihms will use for a particular
request. By default, a request is load balanced over all the available non-spare servers in a cluster. Match rules allow
you to select the group of servers that will be used to load balance the request.

For each virtual cluster, you can specify any number of match rules. For each match rule, you specify the subset of
servers that can handle requests that meet the rule criteria.

A match rule provides for custom processing of requests within connections. Equalizer provides common and
protocol-specific match functions that enable dynamic matching based on the request’s contents. Protocol-specific
match functions typically test for the presence of particular attributes in the current request.

For example, a Layer 7 HTTP virtual cluster can specify matching on specific pathname attributes to direct requests
to subsets of servers so that all requests for images are sent to the image servers. The difference between load
balancing with and without match rules in such a situation is illustrated in the following figure.
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Figure 40 Conceptual Example of Match Rule Processing

Most client requests are a mix of requests for text and graphics. Layer 7 processing without Match Rules (top
diagram in Figure 40) balances requests across all the available servers in the cluster, so that each server will see a
mix of text and graphics requests. This means that all text and graphics must be available on each server.

Some sites may want to have one system serve only requests for graphics, and one system serve only text requests.
By adding appropriate Match Rules (bottom diagram in Figure 40), Equalizer can examine each request to determine
if the content requested is Text or Graphics, and send the request to the appropriate server. In this example, the
servers need only hold the content they are serving, text or graphics.

Match Rule Processing

A match rule is like an if-then statement: an expression is evaluated and if it evaluates to true the body of the match
rule applies to the request.

A match expression is a combination of match functions with logical operators, and can be arbitrarily complex. This
allows for matching requests that have, for example:

(attribute A) AND NOT (attribute B)

If the match expression evaluates to true, then the data in the request has selected the match rule, and the match
body applies. The match body contains statements that affect the subsequent handling of the request.

Multiple match rules are checked in order. Once the data in the request selects a match rule -- that is, the match rule
expression evaluates to true -- no further match rules are checked against the request.

Equalizer makes a load balancing decision as follows:

1. If the request headers contain a cookie that specifies a server in the match rule’s server list, Equalizer sends the
request to the server in the cookie.

2. Otherwise, Equalizer sends the request to the server in the match rule’s server list that is selected by the load
balancing policy in effect for the match rule.
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This process applies even if all the servers selected for the match rule are unavailable. In this case, when the match
rule expression matches the request and all the servers in the match rule server list are unavailable, no reply is sent to
the client. Eventually, the client sees a connection timeout.

If the match expression evaluates to false, then each subsequent match rule in the list of match rules for the virtual
cluster is processed until a match occurs. All virtual clusters have a Default Match rule, which always evaluates to
true and which will use the entire set of servers for load balancing. The Default Match rule is always processed last.

Each virtual cluster can have any number of match rules, and each match rule can have arbitrarily complex match
expressions. Keep in mind that Equalizer interprets match rules for every Layer 7 cluster connection, so it is a good
idea to keep match rules as simple as possible.

Match Rules, the Once Only Flag, and Cookies

Since multiple client requests may be received on a single TCP/IP connection, Equalizer has a flag (once only) that
specifies whether to check the headers in every request received on a connection, or to load balance based solely
upon the first set of headers received on a connection (and ignore the headers in subsequent requests on the same
connection).

The once only flag is both a global and cluster parameter, and appears on the Networking tab. When using Match
Rules, it is usually desirable to turn off the once only flag for the cluster so that Equalizer matches against each
individual request on the stream, not just the initial one.

You can also enable or disable once only in a match rule, to override the setting on the cluster for any request that
matches that rule. For example, if once only is enabled on a cluster and disabled on a match rule, any request that
matches that match rule’s expression will be load balanced as if once only were disabled on the cluster.

The following table shows how the setting of once only affects load balancing when a match rule hit occurs:

match rule hit on... once only enabled once only disabled

If the request headers contain a
cookie specifying a server in the
match rule’s server list, send the

request to the server in the cookie. The request is load balanced as

described for the first request
with once only enabled.

...the first request
on a connection Otherwise, send the request to the
server in the match rule’s server list
that is selected by the load
balancing policy in effect for the
match rule.

If the request headers contain a
cookie specifying a server in the

...second and match rule’s server list, send the .
. . The request is load balanced as
subsequent request to the server in the cookie. . .
requests on the desc_rlbed for the first request
same connection Otherwise, send the request to the I Gl VA Tl
server that was selected by the first
request.

Note that Equalizer always honors a cookie that specifies a server in the match rule’s server list, regardless of the
setting of the once only flag: the request is sent to the server specified by the cookie. If, however, the cookie
specifies a server that is not in the match rule’s server list, the cookie is ignored.
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General Match Expressions and Match Bodies

A match rule consists of a match expression and a match body, which identifies the operations to perform if the
expression is satisfied by the request. Match syntax is as follows:

match name { expression } then { body }

Each match has a name, which is simply a label. The name must follow the same restrictions as those for cluster
names and server names. All match names within a cluster must be unique.

Match Expressions

Match expressions affect the subsequent processing of the request stream using URI, host, or other information.
Match expressions are made up of match functions, most of which are protocol-specific, joined by logical operators,
optionally preceded by the negation operator, with sets of beginning and end parentheses for grouping where
required. This may sound complex, and it can be, but typical match expressions are simple; it is usually best from a
performance perspective to keep them simple.

The most simple match expression is one made up solely of a single match function. The truth value (true or false)
of this expression is then returned by the match function. For example, a match function common to all Layer 7
protocols is the any () function, which always returns true, independent of the contents of the request data. So, the
most simple match expression is:

any(Q
which will always result in the match rule being selected.

Use the logical NOT operator, (sometimes), to invert the sense of the truth value of the expression. So, you can use
the NOT operator to logically invert a match expression, as follows:

NOT expression
giving rise to the next simplest example:
NOT any()
which always evaluates to false and always results in the match rule not being selected.

With the addition of the logical OR (] |) and logical AND (&&) operators, you can specify complex expressions,
selecting precise attributes from the request, as in this:

NOT happy() Il (round() && happy())

Match expressions are read from left to right. Expressions contained within parentheses get evaluated before other
parts of the expression. The previous expression would match anything that was not red or that was round and

happy.

Note — The the logical negation operator is displayed as “NOT”, rather than “!".

Unlike the previous example, match functions correspond to certain attributes in a request header.
For example, a request URI for a web page might look like this:

Get /somedir/somepage.html http/1.1

Accept: text/html, text/*, *_.*

Accept-Encoding: gzip

Host: www.coyotepoint.com

User-Agent: Mozillas4.7 [en] (Win98; U)
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Various functions return true when their arguments match certain components of the request URI. Using the above
request URI, for example, you could use several match functions:

e pathname() returns true if its argument matches /somedi r/somepage . html
e dirname() returns true if its argument matches /somedir/
e filename() returns true if its argument matches somepage . html

Other functions can evaluate the contents of the Host header in the request URI above:
host (www.coyotepoint.com)
host_prefix (www)
host_suffix (coyotepoint.com).

Some function arguments can take the form of a regular expressionl. Note that you cannot put regular expressions
into match expressions except as an argument to a function whose definition supports regular expressions.

Note — Matching regular expressions (using *_regex() functions) is many times more processing-intensive than
using other match functions. It is usually possible to avoid using regular expressions by carefully crafting match
expressions using other functions. For example, the following regular expression match:

dirname_regex("'(two| four|six|eight)'™)
Can be replaced by the more efficient:
dirname_substr(*'two™) ||
dirname_substr(*four™) ||
dirname_substr(*'six"™) ||

dirname_substr(“'eight™)

Match Bodies

Match bodies specify the actions to take if the match expression selects the request. This is specified in the form of
statements that provide values to variables used by the load balancer to process the request. The most common (and
most useful) match body selects the set of servers over which to apply the load balancing:

servers = all;

The servers assignment statement takes a comma-separated list of server names, which specifies the set of servers
to be used for load balancing all requests that match the expression in the match rule. The reserved server names

al 1 and none specify respectively the set of all servers in the virtual cluster and none of the servers in the virtual
cluster. If you do not assign servers, none will be available for load balancing; as a result, the connection to the
client will be dropped.

In general, you can override most cluster-specific variables in a match body. (You can override protocol-specific
variables as well, but that does not always make sense.) One useful example of overriding variables is as follows:

servers = sO, sl1, s2;
flags = lonce_only;

which would load-balance across the specified servers (which first must be defined in the virtual cluster) and also
turn off the once_only flag for the duration of processing of that connection.

1. Regular expressions are specified according to IEEE Std 1003.2 (“POSIX.2”).
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Match Rule Definitions

Match rules are defined in the file /var/eqg/eq.conf with the definition of the cluster to which the match rule applies.
A match rule as it appears in eg.conf looks like the following example:

match ma0Ol {
client_ip(""10.0.0.19")
} then {
flags = Ispoof;
servers = sv_01;

}

In this example (the match rule is named “ma01”), the match function, client_ip, has an argument that matches
all requests from IP address 10.0.0.19, which are all sent to server sv_01. Additionally, this rule disables the
spoof flag (that is, when the connection is made to the server, the server sees a connection to the Equalizer, not to
the client). This rule looks as follow in the Administrative Interface:

- If fallowing expression matches
client_ip("10.0.0.19"

undo

-load balance with these settings.

swllz |~
SErvers
[
policy |r|:|und robin j

cookie age [
cookie domain

cookie path
digable [
spoof [T (inherit from cluster: [T )
once only [ (inherit frorm cluster: W )
abort server [T (inherit from cluster, W)
persist [ (inherit from cluster: W )
always [@ (inherit frorm cluster: ¥ )

Figure 41 Example match rule

The If following expression matches section of the screen shows the expression that is evaluated against the
incoming request. If the expression evaluates to true, the load balance with these settings section specifies the
servers that will be used to satisfy the incoming request, as well as the flags that will be set for the request. The next
section of this document explains these settings in detail.

Managing Match Rules

The Administration Interface allows you to create and modify match rules, without requiring a detailed knowledge
of the configuration language syntax used in the eq.conf file. The interface validates match rules before saving them
so that all saved rules are syntactically correct. For this reason, we recommend you use the interface to create and
edit match rules, rather than editing the configuration file.
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The interface does not, however, test the behavior of match rules. Match rules must be tested against a flow of
incoming requests in order to determine if the behavior of the rule is what you expect.

Before constructing a match rule, you should first understand the general concepts of match rules covered in
“General Match Expressions and Match Bodies” on page 133.

The Match Rules Table

Click on a cluster name in the left frame and then click on the Match Rules tab to display a list of match rules
defined for that cluster.

Configuration Servers Match Rules Reporting

Server Status:  {pUp §Down & Quiesced (i® Hot Spare

reset table width

| Name | ServersinRule | Actions _

support #0 #0400
hopersist #3000
Default #3#%00¢#0

Figure 42 The match rules table

Name The match rule name.

Status indicators for all servers in the rule. Shows the number of servers in
each of the following states: Up (responding to health check probes), Down
Server in Rule (not responding to health check probes), Quiesced (not accepting new
connections), and Hot Spare (only responding to requests when no other
server is up).

Delete or Modify the match rule in the same row as the icon chosen. The Add

Al icon at the bottom of the column opens the Add New Match Rule dialog.

The columns on the table can be resized. If you extend a column too far to
reset table width | the right so that other columns are no longer visible, this button returns the
table to its default proportions.

The Default Match Rule

All Layer 7 clusters created via the Equalizer Administration Interface start with a single match rule (named
Default) that matches all requests and selects all servers.

match Default {

anyQ
} then {
servers = all;

}
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The default rule specifies that all servers defined in the cluster should be used for load balancing the request, and
that all flag settings for the request will be inherited from the cluster flag settings. This rule is always the last match
rule in the ordered list of match rules for a cluster. You cannot modify, delete, or move this match rule.

The Default rule can be viewed by clicking in the left frame on match Default for any Layer 7 cluster. (If you have
not created a Layer 7 cluster, see “Working with Virtual Clusters” on page 68). Figure 43 shows the default match
rule for a cluster with two servers.

~Position rule:

immediately after |all the athers

If fallowing expression matches

aney(]

undo

~load balance with these settings.

Seners

palicy  |raund_rohin
cookie age O
cookie domain

cookie path
dizable [
spoof @
once only @
abort server [
persist [@
always [@

Figure 43 A Default match rule shown in the Match Rule dialog box

Note that although the Default match rule cannot be modified or deleted, it can be overridden. Do this by creating a
new rule immediately before the Default that uses any () as the matching expression, so that the Default match rule
is never processed. This effectively creates a new default match rule that you can configure with the desired load
balancing options.

The following section shows you how to create a new Match Rule.

Creating a New Match Rule

To add a match rule to a virtual cluster, follow this general procedure:
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138

Log into the Administrative Interface using a login that has add/del access for the cluster (see “Logging In” on
page 33).

In the left frame, right-click the name of the Layer 7 cluster to which you want to add a match rule, and select
Add Match Rule.

Add New Match Rule @O ®

match name rmalz2

g2 =
sl
SEIVENS
cormmit reset

Figure 44 Example Add New Match Rule dialog box

Enter a name for the new rule in the match name field or accept the default. All match names within a cluster
must be unique.

In the servers section, use the CTRL+left click and SHIFT+left click to select the names of the servers that you
want to use to load balance requests that match the rule.

Caution — If you do not enable a check box for at least one server, Equalizer will drop the connection for any
request that matches the rule.

Select commit once you choose the servers for the match rule.
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The Match Rule Configuration tab is displayed.

~Position rule;

immediately before IDefauIt 'I

~If following expression matches
client_ip("10.0.0.19"

undo

~load balance with these settings.

gwll? =

SEeNers
[
palicy |r|:|und rokin j
cookie age [
coakie domain
cookie path
digable [~
spoof [ (inherit from cluster: [

]

once anly [ (inherit frorm cluster: )
abort server [T (inherit from cluster: [ )
{ ]
{ ]

persist [ (inherit from cluster: @
always [@ (inherit from cluster: @

Figure 45 Match rule Configuration tab

The Position rule: field displays the name of the rule before which the currently displayed rule is evaluated. By
default, a new rule is placed immediately before the Default rule. Change the placement of the new rule by
choosing a rule from the immediately before list box. The evaluation order of the rules in a cluster is shown in
the left frame.

The ordering of match rules is important, as they are processed from first to last until one of them evaluates to
true, at which time the match body is processed. The initial match expression of a new rule, any () is one that
will always evaluate to true, meaning that this match rule will always be selected. It is good practice to be
cautious when adding new match rules to ensure that all the traffic to a cluster does not get mishandled. Use the
disable flag (see Step 9) to skip a match rule that is still being developed.

Build your match rule expression in the If following expression matches section. To place or modify a match
function, click the appropriate part of the expression. The part of the expression that the editor will directly
affect is now displayed in a dialog box.

a. From the drop-down list, select the match function and or expression with which you want to replace the
selected part of the expression. Supply values for all arguments required by the function. To learn more
about match functions, refer to “Match Functions” on page 141.

The drop-down list of edit actions are different depending on what you select in the expression and whether
the cluster is HTTP or HTTPS. All lists have some common match functions and structural editing
operators. Some of the structural editing operators include the function you are replacing (for example, if
you have selected the host() function, replace with host AND any will appear in the drop down box).

b. Click the continue button. If there are any syntax errors, an error screen appears. This most likely occurs if
there are missing arguments or syntax errors in the argument strings. Correct the error and click continue
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again. If your changes are syntactically correct, Equalizer displays the new version of the match expression
in the Configuration tab.

¢. Repeat a and b until your expression is complete.

7. Theload balance with these settings section allows you to specify the following load balancing options for
matching requests:

8. Click commit to save the match rule definition.

Modifying a Match Rule

To edit a match rule, follow these steps:

1. Log into the Administrative Interface using a login that has write access for the cluster (see “Logging In” on
page 33).

2. Inthe left frame, click the name of the match rule to be changed.

3. Make the desired changes to the match rule, as shown in the procedure in the previous section, starting at Step 5
on page 139.

Removing a Match Rule

To delete a match rule, follow these steps:

1. Log into the Administrative Interface using a login that has add/del access for the cluster (see “Logging In” on
page 33).

2. In the left frame, right-click the name of the match rule to be deleted and select Delete Match Rule from the
local menu.

3. Click delete to confirm that you want to delete the match rule.

140 Equalizer Installation and Administration Guide



Match Functions

Match Functions

To build or edit a match expression, click part of the expression to edit its arguments or to select a match function or
logical expression from a dynamic drop-down list. The part of the expression that you click on is highlighted and
determines the contents of the drop-down list. For instance, if the current selection is a match function, the
arguments to the function are displayed so you can edit them, along with a list of items that can replace the function.

In the Administration Interface, logical operators and constructs are introduced using special entries in the drop-
down list for expressions. These allow you to build complex boolean expressions in match rules. See the section
“Logical Operators and Constructs in the GUI” on page 147.

The combination of match functions and logical operators provides a great deal of control over request processing
based on the contents of the request’s HTTP headers and the destination URI of the request.

The following table lists the non-URI functions supported by Equalizer match rules:

Table 46: non-URI Match Functions

non-URI Match Description

Function

any() This function always evaluates to true.
client_ip(string) This function evaluates to true only if the IP address

of the client machine making the connection matches
the string argument.

The string can be a simple IP address (e.g.,
“192.168.1.1107), or an IP address in Classless Inter-
Domain Routing (CIDR) notation (e.g., “192.168.1.0/
24”). This function can be useful in restricting match
expressions to a particular client or group of clients,
which can aid in debugging a new match rule when a
cluster is in production. Only the specified clients
match the rule, leaving other clients to be handled by
other match rules.

debug_message(string) This function always evaluates to true. It writes the
string argument to the Event Log for the cluster (View
> Event Log). This function can be logically ANDed
and ORed with other functions to write debug
messages. Use this function for testing and debugging
only. Do not use it in production environments, since
it has a negative impact on performance.

ignore_case() This function always evaluates to true, and is intended
to be used to apply the ignore_case flag for
comparisons when it is not set on the cluster. When
this function is ANDed with other functions, it has the
effect of forcing case to be ignored for any
comparisons done by the match rule.
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Table 46: non-URI Match Functions

non-URI Match
Function

Description

observe_case()

This function always evaluates to true, and is intended
to be used to override the ignore_case flag for
comparisons when it is set on a cluster. When this
function is ANDed with other functions, it has the
effect of forcing case to be honored for any
comparisons done by the match rule.

http_09()

This function takes no arguments and evaluates to true
if the HTTP protocol used by the request appears to be
HTTP 0.9. This is done by inference: if an explicit
protocol level is absent after the request URI, then the
request is considered HTTP 0.9.

method(string)

This function evaluates to true if the string argument
exactly matches the Request Method (e.g., GET,
POST, etc.) specified in the request. Note that by
default Equalizer forwards packets to servers without
determining whether or not the method specified in
the request is valid (i.e., is a method specified in
Section 9 of RFC2616). One use of the method()
function is to be able to override this default behavior
and prevent invalid requests from being forwarded to
a server.

[header match functions]

[No exact match header() function is supplied. See
“Match Function Notes” on page 145, for the
supported values for header.]

header_prefix(header,
string)

This function evaluates to true if the selected header
is present and if the string-valued argument string is a
prefix of the associated header text.

header_suffix(header,
string)

This function evaluates to true if the selected header
is present and if the argument string is a suffix of the
associated header text.

header_substr(header,
string)

This function evaluates to true if the selected header
is present and if the string-valued argument string is a
sub-string of the associated header text.

header_regex(header,
string)

This function evaluates to true if the selected header
is present and if the string-valued argument string,
interpreted as a regular expression, matches the
associated header text.

ssl2() HTTPS only. This function evaluates to true if the
client negotiated the encrypted connection using SSL
version 2.0.
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Table 46: non-URI Match Functions

non-URI Match Description

Function

ssI3() HTTPS only. This function evaluates to true if the
client negotiated the encrypted connection using SSL
version 3.0.

tls1() HTTPS only. This function evaluates to true if the
client negotiated the encrypted connection using TLS
version 1.0.

In addition to the functions in the preceding table, a set of functions is provided that allows you to process requests
based on the various components of a request’s destination URI.

A URI has the following parts (as defined in RFC1808):
<scheme>://<hostname>/<path>;<params>?<query>#<fragment>

In addition, Equalizer further breaks up the <path> component of the URI into the following components:
<directory><filename>

The following figure illustrates how Equalizer breaks up a URI into the supported components:

http://www.example.com/foo/bar/file.cgi?search#findme

J L LI

scheme hosthame path (foo'barfile.cgl)  query  fragment

[foo/barffile.cgi

S

directory filename
{ffoo'ban)

Figure 47 URI components
Note that the following components of the URI do not have corresponding match functions:

»  Match functions for the <scheme> component are not necessary, since a cluster must be configured to
accept only one protocol: HTTP or HTTPS.

»  Match functions for the optional <params> component are not provided. Use the pathname*() and
filename*() functions to match characters at the end of the path and filename components.

»  Match functions for the optional <fragment> component are not provided. The fragment portion of a URI
is not transmitted by the browser to the server, but is instead retained by the client and applied after the
reply from the server is received.
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The following table lists the URI matching functions that match text in the URI components shown in Figure 47.
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URI Match Function Description

This function evaluates to true if the string argument exactly
matches the filename portion of the URI path. This portion includes
filename(string) only the text after the last trailing path component separator (/), as
that is considered part of the directory (for example, “file.html” is the
filename portion of “/foo/bar/file.html”).

This function evaluates to true if the string argument is a prefix of

filename_prefix(string) the filename portion of the URI path.

This function evaluates to true if the string argument is a suffix of the

filename_suffix(string) filename portion of the URI path.

This function evaluates to true if the string argument is a substring of

filename_substr(string) the filename portion of the URI path.

This function evaluates to true if the string argument, interpreted as

filename_regex(string) a regular expression, matches the filename portion of the URI path.

This function evaluates to true if the string argument exactly
matches the (optional) query component of the request URI. The
query(string) query, if present, appears in a URI following a question mark (?). The
syntax of a query is application specific, but generally is a sequence
of key/value pairs separated by an ampersand (&).

This function evaluates to true if the string argument is a prefix of

guery_prefix(string) the query portion of the URI path.

This function evaluates to true if the string argument is a suffix of the

guery_suffix(string) query portion of the URI path.

This function evaluates to true if the string argument is a substring of

guery_substr(string) the query portion of the URI path.

This function evaluates to true if the string argument, interpreted as

guery_regex(string) a regular expression, matches the query portion of the URI path.

Match Function Notes

Please observe the notes in the following sections when constructing match rules.

Match Rule Behavior When Server Status is Down, Quiesce, or Hot Spare

When a match rule expression matches a client request, the request is routed to the server selected by the match rule
regardless of the current status of the server. For example, when a match rule selects a server that is down, or has
either the hot spare or Quiesce flags enabled, the request is still routed to that server.

The reason match rules behave in this manner is because the purpose of a match rule is to send a request that
matches an expression to a particular server that can (presumably) better satisfy the request. In some cases, sending
the request to a particular server may be required behavior for a particular configuration.

With this in mind, it does not make sense to skip a match rule because the server (or servers) named in the rule are
down, hot spared, or quiesced -- rather, since the server in the rule is presumably critical to satisfying the request, it
makes sense to route the request to the (for example) down server, and have the client receive an appropriate error --
so that the request can be retried.

If we instead were to skip a match rule because, for example, the server selected by the match rule is down, the
request would be evaluated by the next match rule -- or the default match rule. The request, therefore, could
potentially be sent to any server in the cluster, and will be dropped if the content is not on the server receiving the
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request. This would lead the client to believe that the requested content does not exist -- instead of indicating that the
server is just not currently available.

Considering Case in String Comparisons

String comparisons performed by match functions honor the setting of the ignore case cluster parameter: if it is set
on the cluster (the default), then all match rule functions used for that cluster are case insensitive; that is, the case of
strings is ignored. For example, the string “ab” will match occurrences of “ab”, “Ab”, “aB”, and “AB”. If ignore
case is not set on the cluster, then all string comparisons are by default case sensitive (the string “ab” will match
only “ab”).

To override the ignore case flag setting on the cluster for a match function or block of functions, you must logically
AND the observe_case() or ignore_case() functions with the match function or block. For example, if ignore case
is set on the cluster, you would use the following construct to force the header_substr() function to make case
sensitive string comparisons:

(observe_case() AND header_substr(*'host", "MySystem'™))

Regular Expressions

Some match functions have prefix, suffix, substr, or regex variants. The regex variants interpret an argument as a
regular expression to match against requests. Regular expressions can be very costly to compute, so use the prefix,
suffix, or substr variants of functions (or Boolean combinations of prefix and suffix testing), rather than the regex
function variants, for best performance. For example, the following regular expression match:

dirname_regex(""(two | four]six]eight)"™)
Can be replaced by the more efficient:
dirname_substr(*"two') OR
dirname_substr(**'four') OR
dirname_substr(*'six™) OR
dirname_substr('eight')

Equalizer supports POSIX regular expression syntax only. See Appendix D, "Regular Expression Format” for a
description.

Supported Headers

All of the header_*(header, string) match functions take a header argument, which selects the header of interest. If
this header is not present in the request, the match function evaluates to false. Otherwise, the text associated with the
header is examined depending on the particular function.

Although HTTP permits a header to span multiple request lines, none of the functions matches text on more than
one line. In addition, Equalizer will only parse the first instance of a header. If, for example, a request has multiple
cookie headers, Equalizer will only match against the first cookie header in the request.

The list of supported headers for the header argument are as follows:

accept expect proxy-authorization
accept-charset from range
accept-encoding host referer
accept-language if-match te

authorization if-modified-since trailer
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cache-control if-none-match transfer-encoding
connection if-range upgrade
content-length if-unmodified-since user-agent

cookie max-forwards via

date pragma warning

HTTPS Protocol Matching

Equalizer permits the construction of virtual clusters running the HTTPS protocol. HTTPS is HTTP running over an
encrypted transport, typically SSL version 2.0 or 3.0 or TLS version 1.0. All of the functions available for load
balancing HTTP clusters are available for HTTPS clusters. In addition, there are some additional match functions
[ss12(), ss13(), and tls1()], that match against the protocol specified in an HTTPS request.

Note — Given that HTTPS runs encrypted using SSL and TLS as the transport, in order to perform any Layer 7
processing, the Equalizer must terminate the SSL/TLS encrypted connection. This can have deleterious effects
on performance, as the encryption and decryption process is resource-intensive. A hardware accelerator, Xcel, is
available which can be added to the Equalizer platform to ameliorate this problem.

Supported Characters in URIs

The characters permitted in a URI are defined in RFC2396. Equalizer supports all characters defined in the standard
for all Match Functions that have a URI as an argument. Note in particular that the ASCII space character is not
permitted in URIs -- it is required to be encoded by all conforming browsers as “%20” (see Section 2.4 of
RFC2396).

Logical Operators and Constructs in the GUI

In addition to the Match Functions listed in the previous section, the Equalizer Administrative Interface provides the
following logical operators and constructs that allow you to combine the match functions into logical expressions,
and manipulate the functions in the match expression. All of these operators and constructs affect the part of the
match expression that is currently selected (highlighted in red) in the graphical interface.

This function negates (or reverses) the value of the expression
that comes immediately after it in the match definition. When
using the GUI to construct a match rule, choosing this function
negate function negates the currently selected function in the match rule
expression and appears on screen as the string “NOT”. In the
eqg.conf file, it negates the function immediately following it and
appears as an exclamation point (!).

. Removes the currently selected portion of the match
delete selection

expression.
replace with AND Replaces the currently selected logical operator with “AND”.
replace with OR Replaces the currently selected logical operator with “OR”.

Replaces the currently selected logical construct with “any ()

replace with any AND any AND any()”

Replaces the currently selected logical construct with “any() OR

replace with any OR any any)”.
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Example Match Rules

This section shows you how to create a few of the most commonly used types of match rules:
e “Parsing the URI” on page 148
«  “Disabling Persistent Connections for One or More Servers” on page 150

«  “Dedicated Image and Content Servers” on page 153

Parsing the URI

In this example, we want to direct requests to a particular server based on the hostname used in the URI contained in
the request. We want all requests for URIs that start with “support” to go to one server, and all other requests that do
not match this rule to be load balanced across all servers in the cluster.

To do this, we will construct one match rule that parses the URI; if the URI contains the string “support”, it
forwards the request to the server sv_support. For this example, we assume that a cluster with four servers
(sv_support, sv01, sv02, sv03) has already been defined.
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1. Log into the Administrative Interface using a login that has add/del access for the cluster (see “Logging In” on
page 33).

2. Inthe left frame, right-click the name of the Layer 7 cluster to which you want to add the rule, and select Add
Match Rule. The Add Match Rule dialog appears:

a. Type support into the match name text box.
b. Select sv_support in the servers list; make sure only this server is selected:

Add New Match Rule
match name support

TN
w2

serers
=3

cormmit reset

c. Select commit.

The match rule is created, added to the object tree, and its Configuration tab is opened:

~ Pasitian ule

immediately bafore IDefauh -

—If followang expression matches

any()

r—lead balance with these settings

01
servers |02
W3
policy |adaptnre j
cookie age O
cookie domain
cookie path
digatle [
gpoof [T (inherit fram cluster: [ )
once orly [T (inhert from cluster: T )
abort server [ (inhent from cluster: [T )
pergist [T (inhent from cluster T )
always [ (inhent from cluster 7 )

3. Inthe If following expression matches field, select any() to open the Select function dialog:

a. Select replace with host_prefix from the drop-down box.
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b. Type “support” into the hostname prefix text box. The dialog should now look like this:

Equalizer Administration Interface 5

|rep|a|:e with host_prefix j

hostnarne preﬁxlsuppnrt

continue

c. Click continue.

4. Select the commit button to save your changes to the support rule.

Disabling Persistent Connections for One or More Servers

Persistent connections to servers are enabled by the persist cluster flag, which is enabled by default when you create
a cluster. If a cluster has a mix of servers that require persistent connections as well as some that do not, overall
performance would generally be improved by disabling persistent connections for those servers that do not require
it.

This procedure shows you how to disable the persist flag for one or more of the servers in a cluster, using a match
rule. The match rule needs to select all the incoming requests destined for servers that don’t require persistent
connections.

The match expression that you use in the match rule depends on how the match rule can determine if an incoming
request will be routed to a server that does not require persistent connections.

In this example, we assume that we can determine this by examining the hostname used in incoming requests. Any
request containing a hostname in the following format will not require a persistent connection:

name . testexample.com

We’ll assume that any request with a hostname having the format name.testexample.com will not require persistent
connections. We’ll use the host_suffix() match rule function to match the hostname. For this example, we
assume that a cluster with three servers (sv00, sv01, sv02) has already been defined. We will construct a match rule
that turn off persist for any request that contains the host suffix “testexample.com”; this request will be balanced
across all three servers in the cluster.

1. Log into the Administrative Interface using a login that has add/del access for the cluster (see “Logging In” on
page 33).

2. Inthe left frame, right-click the name of the Layer 7 cluster to which you want to add the rule, and select Add
Match Rule. The Add Match Rule dialog appears:

a. Type nopersist into the match name text box.
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b. Select all the servers in the servers list using the Ctrl or Shift key and the left mouse button

Add New Match Rule

match name  nopersist

Seners

cormmit teset

c. Select commit.

The match rule is created, added to the object tree, and its Configuration tab is opened:

=~ Pasition rule:

immediately bafore IDei‘auh 'I

—If following expression matches
any()

= load balance with these settings

sl

SRIVErsS
w3

policy |adaptive =
cookie age O
cookie domam

cookie path
digable [
gpoof [T (inherit from cluster: T )
once only [T (inherit from cluster: T )
abort server [ (inherit from cluster: T )
persist [ (inhent from cluster: T )
atways [ (inhent from cluster. T )

3. Inthe If following expression matches field, select any() to open the Select function dialog:

a. Select replace with host_suffix from the drop-down box.
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4,

5.

152

b.

C.

Type “testexample.com” into the hostname suffix text box. The dialog should now look like this:

Click continue.

Equalizer Administration Interface

|rep|a|::e with host_suffix

hostname sufﬁxhestexample.cnm

continue

[

In the load balance with these settings field, disable both of the two check boxes to the right of the persist
flag. The Configuration tab should now look like this:

— Position rule:

immediately before IDefauIt vI

— If following expression matches
host_suffix("testexample.com™)

undo

—load balance with these settings.

Seners

policy

cookie age
coakie damain
cookie path
disable

spoof

once anly
abort server
persist

always

adaptive j

0

-

¥ (inherit fram cluster: ¥ )
T (inherit from cluster, ¥ )
IT (inherit fram cluster: ¥ )
I (inherit from cluster: T )
¥ (inherit fram cluster: ¥ )

Select the commit button to save your changes to the nopersist rule.
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Dedicated Image and Content Servers

In this example, we want to direct all requests for images to a particular set of server, and balance the remainder of
requests across the other servers in the cluster. The image servers are all connected to a common storage device that
contains the images. The remaining servers are all dedicated to serving particular content for different web sites. For
this example, we assume that a cluster with five servers as shown below has already been defined

Equalizer

s s s 8 I
E o R ! a a i
L s osP = zZ Q=
E sv_B5 sv_102 sv_120 sv_19%  sv_ 19457 i
E Content servers Image servers i

¢

s e e e e e e o et o et ot o Rt ot Bt Ot Rt ot R Pt Rt T At R Tt Rt T P Rt Pttt Pt Pt Pt e e e e e -

#

Figure 48 Match Rule Example: Dedicated Image and Content Servers

We want to maintain persistent connections for the web site servers, assuming that some of the websites may need to
maintain sessions for applications such as shopping carts, email, etc. Persistent connections are not necessary for the
image servers, since they access the images from common storage and have no need to maintain client sessions, so
there is no need to incur the performance impact of maintaining session information.

To do this, we’ll create two match rules, as follows:

1. Log into the Administrative Interface using a login that has add/del access for the cluster (see “Logging In” on
page 33).

2. In the left frame, click the name of the Layer 7 cluster to which you want to add the rule. The cluster
Configuration screen appears in the right frame:

a. Make sure that the once only flag is not checked; otherwise, uncheck the once only flag and click commit.

b. Open the Persistence tab and make sure the persist flag is not checked; otherwise, uncheck the persist
flag and click commit.

This is necessary because these flags, if enabled, cause only the first request in a connection to be evaluated.
Since we want content to come from one set of servers and images from another, we want the servers that will
have persistent connections to be chosen by the match rules.

3. Right-click the cluster name in the left frame and select Add Match Rule. The Add Match Rule dialog appears:

a. Type images into the match name text box. In this match rule, we’ll construct an expression that will
match all the filename extensions of the images to be served. These requests will go to the image servers.

b. In our example, we want all the images to be served from either sv_19 or sv_19457. In the servers field,
select sv_19, sv_19457 using the Ctrl or Shift.

c. Select commit.
The match rule is created, added to the object tree, and its Configuration tab is opened:
4. Inthe If following expression matches field, click any() to open the Select function dialog:

a. Select replace with filename_suffix from the drop-down box.
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10.
11.

12.
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b. Type “jpg” into the filename suffix text box.
c. Select continue.

In the If following expression matches field, click filename suffix(“jpg”) to open the Select function dialog:

a. Select replace with filename_suffix OR any() from the drop-down box.
b. Select continue.

In the If following expression matches field, click any() to open the Select function dialog:

a. Select replace with filename_suffix from the drop-down box.
b. Type “jpeg” into the filename suffix text box.
c. Select continue.

Repeat Steps 5 and 6 for each of the other filename suffixes on our example servers -- gif, bmp, and png.

When you are done, the match expression should look like this:

— If fallowing expression matches
{ filename_suffix”. jpg™
OR filename_suffix("jpeg™
OR filename_suffis("gif")
OR  filename_suffix("bmp™)
(

OR filename_suffix("prg™
)

Select the commit button to save your changes to the images rule.

The images rule we created selects all the requests for image files; now we need a rule to determine which
servers will receive all the other requests. The Default rule is not sufficient, and in fact we don’t want it to be
reached, since it could send a request for content to one of the image servers. So, we’ll create another rule with
the same match expression as the Default [any()], but a restricted list of servers. This effectively replaces the
Default match rule with one of our own.

In the left frame, right-click the name of the cluster and select Add Match Rule. The Add Match Rule screen
appears.:

a. Type “content” into the match name text box
b. Inthe servers field, select sv_102, sv_65, and sv_120.
c. Select commit.

The match rule is created, added to the object tree, and its Configuration tab is opened:
Select Default in the immediately before drop-down box.

Disable the right-hand check box for the persist flag; then, enable the left-hand check box next to persist.
(Remember that in our example we’re enabling persist for the content servers, so that persistent sessions can be
maintained by the applications that run on these servers.) The create match rule screen should now look like
this:

Select the commit button to save your changes to the content rule.
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Administering GeoClusters

The Envoy geographic load balancer, an optional software add-on for the Equalizer product line, supports load

balancing requests across servers in different physical locations or on different networks.
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Overview of Geographic Load Balancing with Envoy

In non-Envoy Equalizer configurations, there is a one-to-one correspondence between a cluster and a website: when
a client makes a request for a website (say, www.example.com), the client uses the Domain Name Service (DNS) to
resolve the website name to an IP address. For a website that is load balanced by an Equalizer, the IP address
returned is the IP address of an Equalizer cluster. After resolving the name, the client sends the request to the cluster
IP. When Equalizer receives the client request, it load balances the request across the servers in the cluster, based on
the current load balancing policy and parameters.

In an Envoy conversation, you have two or more Equalizers located in separate locations. Each Equalizer and its set
of clusters and servers forms a site (or Envoy site). With Envoy, the website name in the client request is resolved to
a GeoCluster IP. A GeoCluster is analogous to a cluster, but one level above it: in other words, a GeoCluster actually
points to two or more clusters that are defined on separate Equalizers.

In the same way that Equalizer balances requests for a cluster IP across the servers in the cluster, Equalizer load
balances a request for a GeoCluster IP across the clusters in the GeoCluster configuration. Once a site is chosen and
the client request arrives at that site, the request is load balanced across the servers in the appropriate cluster. In this
way, you can set up geographically distant Equalizers to cooperatively load balance client requests.

Overview of Configuration Process

Follow this general procedure when setting up Envoy for the first time on two or more Equalizers running \ersion 8:

1. Configure appropriate clusters (and servers) on all of the Equalizers to be included as Envoy sites in the
GeoCluster.

2. Configure the GeoCluster on each Equalizer; the parameters used should be the same on all sites.

3. Configure the authoritative DNS server for your website’s domain with DNS records for all Equalizers in the
GeoCluster. The DNS server returns these records to clients in response to DNS requests to resolve the website
(GeoCluster) name.

Note — While it is possible to mix Version 8 and Version 7 Equalizers in the same GeoCluster, we recommend
that you run the same version of Equalizer software on all Equalizers in your GeoCluster. If you must run Version
8 and Version 7 Equalizers in an Envoy configuration, or if you are upgrading an existing Version 7 Envoy
configuration to Version 8, see the section “Upgrading a Version 7 GeoCluster to Version 8” on page 162 for
additional notes.

Overview of Envoy Site Selection

When a client uses DNS to resolve the address of a website name, it performs a recursive search with a number of
name servers to resolve that address. Envoy is the last name server in this search. The name server in the recursive
chain immediately before Envoy returns a list of Envoy sites. The client sends requests, one at a time, to each of the
Envoy sites until it reaches an active site. If the Envoy site is active, Envoy performs the following steps to
determine the site in the GeoCluster that should handle the request:
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1. If, for example, Site A in Figure 49 is the first active Envoy site accessed by the client, Site A then identifies the
GeoCluster that has been configured with the requested domain name—in this example,
www . coyotepoint.com.

S Client’s
Local DNS

o
—
=

(California, USA) Europe)

AT\

Sk ==

Y/}

e f;

Y

Authoritative Envoy Site A
DfNS (East Coast USA)
or

coyotepoint.com
(West Coast USA)

Figure 49 Sending name resolution requests to an Equalizer in a GeoCluster

It does this by sending a geographic query protocol probe (GQP) to each site; the probe is received by a special
Envoy agent running at each site in the cluster (the agent for a site is configured when you configure Envoy for
the site). These probes contain information about the requesting client and the resource that is being resolved.
Site A also queries its local Envoy agent (see Figure 50).

Client
(California, USA)

(Europe)

27 N\ Envoy Site A
AP R (East Coast USA)
Envoy Site B
(West Coast USA)

Figure 50 The selected Equalizer queries other Equalizers and its own servers in the GeoCluster

2. The Envoy agent at each site checks the availability of the requested resource (see Figure 51) and sends a reply
to Site A via GQP:

» If the resource is not available at the agent's site, the agent sends an error message to Equalizer.
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e If the resource is available at the agent’s site, the agent sends a message indicating the availability of
the resource back to site A via GQP.

Client
(California, USA)

sES | s5=

Envoy Site C
oQP  (Europe)

o P S
/ \\\ Envoy Site A
TP 50 (East Coast USA)
Envoy Site B
(West Coast USA)

Figure 51 The selected Equalizer receives availability and triangulation (latency) information

Note that if ICMP triangulation is enabled for the GeoCluster, the agent at a site where the resource is available
first sends an ICMP echo request (ping) to the requesting client’s DNS server (Equalizer does not yet know
anything about the client). It is therefore important when using ICMP triangulation that the client’s DNS server
is geographically close to the client (which is normally the case).

When the echo reply from the DNS server is received, the agent includes latency information in its reply to the
Envoy site that sent the geographic probe (Site A). This provides more accurate client location information to
Envoy in the case where a resource is available at more than one site. Envoy will choose the site that will best
serve the client according to the latency information received.

3. The site that sent the geographic probe, Site A, returns the address of the best Envoy site to the requesting
client’s local DNS (see Figure 52).

= Client’s
Local DNS

o
=
=

(California, USA) (Europe)

/4 B\}
I\ o Authoritative Envoy Site A
Sl S = DfNS (East Coast USA)
el slele o or
Envoy Site B =7 coyotepoint.com
(West Coast USA)

Figure 52 The client’s local DNS receives the best Equalizer site
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4. The selected Equalizer uses the information gathered from probing each site to determine the site that is best
able to process the request for the client and then forwards the request to that site (see Figure 53). This site then
responds to the client and the connection is thereafter managed by the chosen site (in our example, Site B).

Client
(California, USA)

77 \

e

el
eIl
/]

W

Envoy Site C
(Europe)

~, e

V%

nan e (East Coast USA)
Envoy Site B
(West Coast USA)

Figure 53 Site B handles the client’s connection
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Licensing and Configuring Envoy

Each site in an Envoy GeoCluster must have an Equalizer that is running Envoy, which must be licensed in order to
run. Envoy software is pre-installed on each Equalizer and is enabled through the registration and licensing process.

After you have licensed Envoy and completed Envoy and DNS configuration described in this section, you can set
up GeoClusters and define the available sites for each cluster.

Enabling Envoy

To license and enable Envoy, follow these steps:

1. Log into the Equalizer Administration Interface, and expand the Equalizer System Information box in the right
frame:

e If the line Envoy geographic load balancing shows that Envoy is enabled, stop now; Envoy is already
licensed.

e If the line Envoy geographic load balancing shows that Envoy is disabled, go to the next step.

1. Follow the registration procedure and make sure that you enter the serial number for your Envoy software on
the registration website; see “Licensing Equalizer” on page 44 in Chapter 4, “Configuring Equalizer Operation”.

2. Shut down the Equalizer and reboot the machine; see “Rebooting Equalizer” on page 64 in Chapter 4,
“Configuring Equalizer Operation”.

3. After the system reboots, confirm that Envoy is enabled. Log into the Equalizer Administration Interface and
expand the Equalizer System Information box in the right frame. The line Envoy geographic load balancing
should indicate that Envoy is enabled.

Configuring the Authoritative Name Server to Query Envoy

You must configure the authoritative name server(s) for the domains that are to be geographically load balanced to
delegate authority to the Envoy sites. You need to delegate each of the fully-qualified subdomains to be balanced. If
your DNS server is run by an Internet Service Provider (ISP), then you need to ask the ISP to reconfigure the DNS
server for Envoy. If you are running your own local DNS server, then you need to update the DNS server’s zone file
for your Envoy configuration.

For example (see Figure 54), assume you must balance www . coyotepoint.com across a GeoCluster containing
two Envoy sites, east.coyotepoint.com (at 192.168.2.44) and west.coyotepoint.com (at 10.0.0.5). In
this case, you must configure the name servers that will handle the coyotepoint.com domain to delegate authority
for www . coyotepoint.com to both east. coyotepoint.com and west.coyotepoint.com. When queried to
resolve www . coyotepoint.com, coyotepoint.com’s name servers should return name server (NS) and alias (A)
records for both Envoy sites.
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www.coyotepoint.com IN A 192.168.2.44

www.coyotepoint.com IN A 10.0.0.5

Figure 54 Two-site DNS example

An example of a DNS zone file for this configuration is shown below. In this example, the systems ns1 and ns2 are
assumed to be the authoritative name servers (master and slave) for the coyotepoint.com domain.

$TTL 86400
coyotepoint.com. IN SOA nsl.coyotepoint.com. hostmaster.coyotepoint.com. (
0000000000
00000
0000
000000
00000 )
coyotepoint.com. IN NS nsl.coyotepoint.com.
coyotepoint.com. IN NS ns2.coyotepoint.com.

www . coyotepoint._.com. IN NS east.coyotepoint.com.
www . coyotepoint.com. IN NS west.coyotepoint.com.
nsl IN A nsl-IP-address

ns2 IN A ns2-1P-address

east IN A 192.168.2.44

west IN A 10.0.0.5

Figure 55 Example DNS Zone File

In the example above, we left the domain parameters as zeros, since these vary widely between DNS installations.
Please see the documentation for the version of DNS that you are using for more information on the zone file
content and format.
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To ensure that you have properly configured DNS for Envoy, you can use the nslookup command (supported on
most OS platforms) to confirm that the DNS server is returning appropriate records, as in this example:

nslookup www.coyotepoint.com
Server: nsl.coyotepoint.com
Address: nsl-IP-address

Name: www . coyotepoint.com
Address: 192.168.2.44

Using Envoy with Firewalled Networks

Envoy sites communicate with each other using Coyote Point’s UDP-based Geographic Query Protocol (GQP).
Similarly, Envoy sites communicate with clients using the DNS protocol. If you protect one or more of your Envoy
sites with a network firewall, you must configure the firewall to permit the Envoy packets to pass through.

To use Envoy with firewalled networks, you need to configure the firewalls so that the following actions occur:

e Envoy sites communicate with each other on UDP ports 5300 and 5301. The firewall must allow traffic on
these ports to pass between Equalizer/Envoy sites.

e Envoy sites and clients can exchange packets on UDP port 53. The firewall must allow traffic on this port
to flow freely between an Envoy server and any Internet clients so that clients trying to resolve hostnames
via the Envoy DNS server can exchange packets with the Envoy sites.

«  Envoy sites can send ICMP echo request packets out through the firewall and receive ICMP echo response
packets from clients outside the firewall. When a client attempts a DNS resolution, Envoy sites send an
ICMP echo request (ping) packet to the client and the client might respond with an ICMP echo response
packet.

Using Envoy with NAT Devices

If an Envoy site is located behind a device (such as a firewall) that is performing Network Address Translation
(NAT) on incoming IP addresses, then you must specify the public (non-translated) IP as the Site IP, and use the
translated IP (the non-public IP) as the resource (cluster) IP in the Envoy configuration.

This is because Envoy must return the public cluster IP to a requesting client in order for the client to be able to
contact that cluster -- since the request goes through the NAT device before it reaches Equalizer. The NAT device
translates the public cluster IP in the request to the non-public cluster IP that is defined on Equalizer, and then
forwards the packet to Equalizer.

The non-public cluster IP must still be specified as the resource IP for the site, as this is the IP that Envoy will use
internally to probe the availability of the resource (cluster) on the site.

Upgrading a Version 7 GeoCluster to Version 8

Envoy in Version 8 is designed to work with existing sites running Version 7. You can upgrade a \ersion 7 site in-
place to Version 8, and it will continue to operate seamlessly with other Version 7 sites in the GeoCluster. In order to
work with resources located on other Version 8 sites, however, the configuration must be updated with the cluster
name, as noted below:

1. Upgrade sites one at a time, starting with the non-default sites. Test thoroughly before upgrading the next site.

2. The resource (cluster) name for any resource that is located on a site running Version 7 of the Equalizer
software must be left blank. Specify the cluster IP and port instead.

3. The resource (cluster) IP and port for any resource that is located on a site running Version 8 of the Equalizer
software must be left blank. Specify the cluster name instead.
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Working with GeoClusters

This section shows you how to add or delete a GeoCluster and how to configure a GeoCluster’s load-balancing
options. Configuring a GeoCluster and its sites is analogous to configuring a virtual cluster and its servers.

Adding a GeoCluster

To add a new GeoCluster, follow these steps:

1. Log into the Administrative Interface using a login that has add/del access for Global Parameters (see “Logging
In” on page 33).

2. Inthe left-frame object tree, right-click on Envoy and select Add GeoCluster from the menu. Enter the
following information in the dialog that appears:

Enter the GeoCluster name, which is the fully-qualified domain name
(FQDN) of the GeoCluster (for example, www.coyotepoint.com). The
FQDN must include all name components up to the top level (com, net,
org, etc). Do not include the trailing period.

name

The cache time-to-live, which is the length of time (in seconds) that the
client’s DNS server should cache the resolved IP address. Longer times
DNS cache ttl will result in increased failover times in the event of a site failure, but
are more efficient in terms of network resources. The default is 120
(that is, 2 minutes).

3. Click the commit button to add the GeoCluster. An entry for the new GeoCluster appears in the left frame. The
right frame displays the GeoCluster Configuration screen. Continue with the next section to change the default
GeoCluster parameters.

Viewing and Modifying GeoCluster Parameters

You can view change the load balancing policy and response settings for a GeoCluster from the GeoCluster screen.
Configure these parameters independently for each GeoCluster. For example, you might want to fine-tune the static
weights of the GeoCluster’s sites to optimize cluster performance. (For more information about the load balancing
policy and response settings, see “Adding a GeoCluster” on page 163.)

To change a GeoCluster’s load-balancing options, follow these steps:
1. If you just added a GeoCluster, skip to Step 4.

2. Log into the Administrative Interface using a login that has read (to view only) or write (to view or change)
permission on the GeoCluster (see “Logging In” on page 33).

3. Inthe left-frame object tree, click the GeoCluster name to display its parameters in the right frame, and update
the parameters as needed.

The GeoCluster name, which is the fully-qualified domain name
(FQDN) of the GeoCluster (for example, www.coyotepoint.com). The
FQDN must include all name components up to the top level (com, net,
org, etc). Do not include the trailing period.

name
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4. Click the commit button to save any changes you made to the GeoCluster parameters.

Plotting GeoCluster History

See “Plotting GeoCluster Performance History” on page 119.

Deleting a GeoCluster

To delete a GeoCluster, follow these steps:

1. Log into the Administrative Interface using a login that has add/del access for the GeoCluster (see “Logging
In” on page 33).

2. In the left frame, right-click the name of the GeoCluster to delete and select Delete GeoCluster from the menu.

3. When prompted, click delete to confirm removing the cluster. Equalizer deletes the GeoCluster and all its sites.
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Working with Sites

This section describes how to use Equalizer to add, modify, and delete GeoCluster sites.

Adding a Site to a GeoCluster

1.

2.

3.

Log into the Administrative Interface using a login that has add/del access for the GeoCluster (see “Logging
In” on page 33).

In the left frame, right-click the name of the GeoCluster to which you want to add a Site, and select Add Site
from the menu. Enter the following site information:

Click the commit button to add the Site. An entry for the new Site appears in the left frame. The right frame
displays the Site Configuration screen. Continue with the next section to change the default Site and Resource
parameters.

Displaying and Modifying Site Information

To view or modify the information for a particular site, follow these steps:

1.
2.

If you just added a GeoCluster, skip to Step 4.

Log into the Administrative Interface using a login that has read (to view only) or write (to view or change)
permission on the Site’s GeoCluster (see “Logging In” on page 33).

In the left-frame object tree, click the Site name to display its parameters in the right frame.
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4. Click the commit button to save any changes you made to the Site configuration.

5. Click on the Resources tab, to update the following resource parameters:

6. Click the commit button to save any changes you made to the resource configuration.
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Plotting Site History

See “Plotting Site Performance History” on page 120.

Deleting a Site from a GeoCluster

To delete a Site from a GeoCluster, follow these steps:

1. Log into the Administrative Interface using a login that has add/del access for the GeoCluster (see “Logging
In” on page 33).

2. Inthe left frame, right-click the name of the Site to delete and select Delete Site from the menu. (You may need
to expand the GeoCluster first to see the Sites.)

3. When prompted, click delete to confirm removing the Site. Equalizer deletes the Site and removes it from the
object tree.
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Server Agent Probes

A server agent is a custom written program that runs on a server and provides direct feedback to Equalizer that is
used by the load balancing algorithms. This feedback is ontained by the agent by any means available on the target
server; the only requirement from Equalizer’s point of view is that the agent response is in the form of an integer
between -2 and 100 that represents the status of the server and/or the application that is runningon it.

10000 100 indicates that the server and/or application is lightly loaded.
o]
0 indicates that the server and/or application is heavily loaded.
-1 The application, or a required resource (such as a database), is unavailable.
The server agent cannot determine the status of the application. This is the
-2 -
default return value used by Equalizer when an agent does not respond.

Note: Server agent code written prior to Version 8.1.0a must be adjusted to reflect the server
agent return values and interpretations shown above. In particular, in previous releases the
meanings of the O to 100 range of values were documented as the reverse of the meanings
shown above.

Note that there is no return code for 'server down' -- Equalizer relies on the other health check probes to determine
whether the server is up (ICMP, TCP, and ACV probes). If you want Equalizer to regard a server as down if there is
no response from the server’s agent, then enable the require agent response flag; see “Modifying Global
Parameters” on page 47.

After returning a value to Equalizer, the agent closes the port and waits for another connection.

You configure server agents on a cluster-wide basis—all the servers in a virtual cluster must be running agents for
server agents to be used for adaptive load balancing. When you have enabled server agents, Equalizer periodically
probes the agent at each server's IP address through the configured agent port. Equalizer uses the collected server
agent values when performing adaptive load balancing calculations.

Agents work with all load balancing policies (see “Equalizer’s Load Balancing Policies” on page 79), except for
round robin (which simply ignores any agent defined for the cluster). All the other policies use the integer returned
by the agent as one factor in determining the server to which a new request is sent.

The server agent policy gives primary importance to the value returned by an agent over other load balancing
factors (server weight, number of current connections, etc.).

Enabling Agents

Agents are enabled for a cluster by turning on the server agent cluster flag. The default agent port is 1510. Make
sure that any agent you deploy is listening and able to respond to TCP connections on the same port number on all
the servers in the cluster.

The time between server agent probes is determined by the agent delay global parameter (default is 10 seconds).

Equalizer will open up a connection to the server agent’s IP/port, and wait for a response. If no response is received,
then the Equalizer performs load balancing without the server agent value for that server.
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Some agents, particularly those written in Java, may require that a string be sent to the agent before a response is
sent back to Equalizer. The agent probe field is provided for this purpose. If a string appears in this field, it is sent
to the agent when an agent probe occurs.

Sample Agent in Perl

You can write custom agents as shell scripts, or in Java, Perl, C, or other languages. The code below is a simple
server agent example written in Perl. This code prompts for a constant value when the server agent program is
started, and returns that value when a connection is made on port 1510 (configurable via the $port variable).

#1/usr/bin/perl -w
# serveragent.pl

#(c) Copyright 2008 Coyote Point Systems, Inc.

use strict;
use Socket;

# use port 1510 as default
my $port = 1510;
my $proto = getprotobyname("tcp*);

# take the server agent response value from the command line
my $response = shift;

# response has to be a valid server agent response
$response==-1 or ($response > 0 and $response<101l)
or die "Response must be between -1 and 100";

# create a socket and set the options, set up listen port
socket(SERVER, PF_INET, SOCK_STREAM, $proto) or die "socket: $!';
setsockopt(SERVER, SOL_SOCKET, SO_REUSEADDR, 1) or die "setsock: $!";
my $paddr = sockaddr_in($port, INADDR_ANY);

# bind to the port, then listen on it
bind(SERVER, $paddr) or die "bind: $I'";
listen(SERVER, SOMAXCONN) or die "listen: $!";
print "Server agent started on port $port\n‘;

# accepting a connection
my $client_addr;
while ($client_addr = accept(CLIENT, SERVER)) {

# find out who connected
my ($client_port, $client_ip) = sockaddr_in($client_addr);
my $client_ipnum = inet_ntoa($client_ip);

# print who has connected -- this is for debugging only
print "Connection from: [$client_ipnum]\n";

# send the server agent response value
print CLIENT $response;

# close connection
close CLIENT;
s
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Here is the output of the server program when it is started on the server:

$ ./serveragent.pl 50
Server agent started on port 1510
Connection from: [10.0.0.32]

Here is what you see if you telnet to the agent IP/port:

$ telnet 10.0.0.120 1510
50
Connection to host lost.

This program is only an example because it doesn't make any useful calculations of what the server agent response
should be. Such calculations need to be made by the customer depending on what the server agent program is
monitoring.
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Timeout Configuration

Timeouts ensure that certain operations are carried out within a finite period of time, and the resources that they use

are returned for re-use. This document describes the various timeout parameters used by Equalizer, which can be

divided into two major groups:

e connection timeouts -- used by Equalizer to manage connections to the clients on the network and the

servers in clusters

e probe timeouts -- used by Equalizer to manage the various server health check mechanisms that assess

server availability

Most parameters are global and apply to all clusters; many can be overridden in the cluster settings.
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Connection Timeouts

Layer 7 clusters (HTTP / HTTPS) and Layer 4 clusters (TCP / UDP) each use a different set of timeout parameters.
These are discussed in the sections below.

HTTP and HTTPS Connection Timeouts

Connections to HTTP and HTTPS clusters are managed closely by Equalizer from the client request to the response
from the server. Equalizer needs to manage two connections for every Layer 7 connection request: the client
connection from which the request originates, and the connection to the server that is the final destination of the
request (as determined by the load balancing policy).

Equalizer has an idle timer for the established client connection, a connect timer to establish a server connection, and
an idle timer for the established server connection. Only one timeout is in use at any given time. This is a summary
of how timeouts are used when a client connects to Equalizer:

1. When a client successfully connects to a Virtual Cluster IP, the client timeout applies from the time the
connection is established until the client request headers are completely transmitted. Equalizer parses the client's
request, and verifies that the request is a valid HTTP request and that the information needed for load balancing
is obtained. In general, this happens at the time that the client headers are completed -- which is indicated by
the client sending two carriage-returns for HTTP 1.0 or 1.1; one carriage-return for HTTP 0.9. Once the headers
are completely transmitted to Equalizer, the connect timeout is no longer used.

2. Assoon as the Equalizer is done examining the header data, it makes a connection to a server, as determined by
the load balancing policy, persistence, or a match rule hit. The amount of time that the Equalizer tries to
establish a connection to the server is the connect timeout. Once the server connection is established, the
connect timeout is no longer used.

3. After Equalizer establishes a connection with a server, the server timeout is the amount of time Equalizer waits
for the next bit of data from the server. Any response from the server restarts the server timeout.

The important distinction between the client timeout and the server timeout is that the client timeout is a “hard”
timeout -- the client has the number of seconds specified to transmit all of its headers to Equalizer before Equalizer
times out. This is done mainly for security considerations to prevent malicious clients from creating a large number
of partial connections and leaking data slowly over the connection, possibly causing resource exhaustion or other
undesirable effects on Equalizer.

The server timeout by contrast is a “soft” timeout -- the server has the number of seconds specified to send the next
piece of information (e.g., the next packet in the sequence). Whenever the client or the server sends a piece of data
on the connection, the server timeout is reset. This allows the server to send large data streams in small pieces
without timing out, and then close the connection once all the data is sent.

For example, when a client sends a POST operation in a request, the client timeout is used up until the time that the
POST headers have all been received. The connect timeout is used until a connection with the server is established.
Then, once the connection is established, the server timeout is used for the POST data itself and the subsequent
response from the server.

Note that there is the chance that a client will connect, send its headers, and then send continuous data to Equalizer
that repeatedly resets the server timeout. This vulnerability is usually avoided by setting a hard client timeout on
the application server itself (see “Application Server Timeouts” on page 178).
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Connection Timeouts

Figure 56 summarizes the connection timeout parameters Equalizer uses for Layer 7 client and server connections.
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Figure 56 Layer 7 connection timeout parameters
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. Global setling; can be overridden per cluster

Onee a clent request has been received and a connection (o 8 sarver has
been openad by Equalizer (see connect timeout, above), the server
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conneciion: any new data sent by wither the client or the server reseis the
server timeout. The connection remains open until either the server timeout
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The timeline below shows the sequence of timeout events when a new connection is received by Equalizer.

1. The client timeout
timer begins when first
packet is received

Equalizer
receives
client
request

2. All headers in the client request
iust be received by Equalizer
before the client timeout
elapses, or a TCP RST (reset)

packet is sent to the client and the
cannection is closed.

3. The connect timeout
fimer beains when
Equalizer sends a
connection request

4, Equalizer waits 1o establish a connection
with the server unfil the connect timeout
expires, If the timer expires, Equalizer re-

loed balances o another server in the
cluster and the connect timeout timer is
resat. If no server in the cluster responds,

Equalizer sends a TCP RST (reset) packet

to the client,

i a server
Additional
packets in
reguest
Equalizer
CONNects
1o server
Server
sends
Response
o Equalizer

5. The sarver timaout timar
beqins once the connection to
the server is established.

6. Equalizer must receive data on the connection
before the server timeout expires. Data recaived
from either the client or server resets the timer. If
no data is received before the server timeout
expires, Equalizer sends a TCP RST (resef)
packet to the client

TIME

1

client timaout T connect timeout T

-

server timeout T

Figure 57 Layer 7 connection timeline

The following table shows the value range for the Layer 7 HTTP / HTTPS connection timeouts.

Parameter Minimum Default Maximum Units
client timeout 1.0 5.0 65535.0 seconds
server timeout 1.0 60.0 | 2147483647.0 | seconds
connect timeout 1.0 10.0 60.0 | seconds

The default timeout values are sufficient for many common applications. If timeouts are occurring using the default
values, adjust the server timeout to the amount of time you expect your application server to respond to a client
request, plus 1 second. If there is high latency between Equalizer and the servers in your cluster, then you may need
to increase the connect timeout. The client timeout usually does not need to be changed; if you do need to increase
it, use the lowest value possible for your configuration to work. High values for client timeout increase the risk of

denial of service (DoS) attacks.
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The Once Only Option and HTTP / HTTPS Timeouts

The previous sections describe how the connection timeouts work when the once only flag is disabled on a cluster;
that is, when Equalizer is examining every set of headers received on a connection. The once only option, when
enabled, specifies that Equalizer will examine only the first set of headers received on a connection. This has the
following effects on connection timeouts:

» If you have once only enabled, as soon as the initial transaction (client request and server response) on a
connection completes, the connection goes into “streaming” mode and the client timeout is no longer used
for this connection. Equalizer does not parse any additional client requests received on the connection. The
server timeout is used for the remainder of the connection, and is reset whenever data is received from
either side of the connection.

» If you have once only disabled as described in the previous sections, and multiple requests are being sent
on the same connection, the client timeout starts counting down again as soon as a new request is received
from the client.

Layer 4 Connection Timeouts

Connections to Layer 4 clusters are received by Equalizer and forwarded with little processing. Equalizer simply
rewrites the source and/or the destination IP addresses, as appropriate for the cluster, and sends the packet to the
server specified by the cluster’s load balancing policy. A connection record is kept for each connection so that
address translation can be done on the packets going between the servers and clients. The Layer 4 connection
timeouts specify how long a connection record is kept by Equalizer.

Layer 4 clusters use the idle timeout and stale timeout parameters, which are global parameters only and apply to
all Layer 4 clusters:

»  Connection records need to be removed in cases where the connection is not closed by the client or server,
and is left idle. If no data has been received on a connection from either the client or the server after the
time period specified by the idle timeout has elapsed, then Equalizer removes the connection record for
that connection.

Note that when using Direct Server Return (DSR), the time that a connection record is maintained is
determined by adding the idle timeout for the cluster to the sticky time (see “sticky time” on page 79).
This additional time is necessary when using DSR, since no server responses are routed through Equalizer
(and therefore cannot restart the idle timeout to keep the connection open). For more information on DSR,
see “Configuring Direct Server Return” on page 101.

» In other cases, a connection may be initiated but never established, so the connection record goes “stale”
and must be removed. If a client fails to complete the TCP connection termination handshake sequence or
sends a SYN packet but does not respond to the server’s SYN/ACK, Equalizer marks the connection as
incomplete. The stale timeout is the length of time that a connection record for an incomplete connection is
maintained.

When Equalizer reclaims a connection, it sends a TCP RST (reset) packet to the server, enabling the server to free
any resources associated with the connection.

Note that if you change the stale timeout setting while partially established Layer 4 connections are currently in the
queue, those connections will be affected by the new setting.

Reducing the stale timeout can be an effective way to counter the effects of SYN flood Denial of Service attacks on
server resources. A stale timeout of 10.0 (see table below) would be an appropriate value for a site under SYN
flood attack.

Parameter Minimum Default Maximum Units

idle timeout 0 0 | 2147483647.0 | seconds
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Parameter Minimum Default Maximum Units

stale timeout 1.0 15.0 120.0 | seconds

Application Server Timeouts

Keep in mind that the application server running on the physical servers in your cluster may have its own timeout
parameters that will affect the length of time the server keeps connections to Equalizer and the client open. For
example, an Apache 2 server has two related timeout directives: TimeOut and KeepAliveTimeout:
¢ The TimeOut directive currently defines the amount of time Apache will wait for three things:
e The total amount of time it takes to receive a GET request.
e The amount of time between receipt of TCP packets on a POST or PUT request.
e The amount of time between ACKs on transmissions of TCP packets in responses.
«  The KeepAliveTimeout directive specifies the number of seconds Apache will wait for a subsequent

request before closing the connection. Once a request has been received, the timeout value specified by the
Timeout directive applies.

In general, if you want Equalizer to control connection timeouts, you must make sure that any timeouts set on the
application server are of longer duration than the values set on Equalizer.

For example, with respect to the Apache server timeouts above, the client timeout (for Layer 7 connections) or the
idle timeout (for Layer 4 connections) should be of shorter duration than the timeouts set for Apache.

Similarly, the Layer 7 server timeout and connect timeout on Equalizer should be of shorter duration than the TCP
connection timeouts set on the servers.

Connection Timeout Kernel Variables

Equalizer uses a number of kernel variables to track connection timeouts, as shown in the table below. You can use
the sysctl command to display kernel variables. The two basic formats of this command are:

sysctl variable_name Displays the kernel variable variable_name.
sysctl -a > file Displays all kernel statistics. This is a long list, so we recommend capturing the
list to a file.

The current setting of the Layer 4 global networking idle

eq.idle_timeout timeout parameter.

A Layer 4 counter incremented when a connection is

e terminated because the idle timeout expired.

The current setting of the Layer 4 global networking stale

eq.stale_timeout timeout parameter.

The total number of Layer 7 connections dropped because a

€q.I7Ib.timeouts connection timer expired.

The total number of Layer 7 (HTTP and HTTPS) connections

SedITEmE puelient meoLis that were terminated because the client timeout expired.

The total number of Layer 7 (HTTP and HTTPS) connections
eq.l7lb.http.connect_timeouts that were terminated because the connect timeout
expired.

The total number of Layer 7 (HTTP and HTTPS) connections

eq.17Ib.http.server_timeouts that were terminated because the server timeout expired.
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Note that there are also some kernel variables associated with Secure Socket Layer (ssl) client connections, such as
when someone logs into Equalizer over an SSH connection. These variables are not incremented by HTTPS
connections:

eq-171b._ssl_total_clients
eq-17lb.ssl._current_clients
eq-170lb.ssl._max_clients
eq.171b.ssl.requests

Server Health Check Probes and Timeouts

There are four levels of server health check probes supported by Equalizer:
» ICMP probes; all cluster types, enabled by default
» High Level TCP Probes; all cluster types, enabled by default

» High Level ACV (Active Content Verification) Probes; all cluster types except Layer 4 UDP clusters,
disabled by default

»  Server Agent Probes; all cluster types, disabled by default

ICMP Probes

By default, Equalizer sends an Internet Control Message Protocol (ICMP) echo request (commonly called a “ping”)
to the IP address of every server in every cluster.

The delay between successive ping requests to the same server is determined internally, but can be as short as one
second on a server that is not responding to ICMP requests. On a lightly loaded Equalizer it may be 5 seconds or
longer.

If a server does not respond to an ICMP echo request, Equalizer continues to issue any other probes (TCP, ACV,
server agent) configured for the cluster. This means, for example, that if TCP and ICMP probes are both configured
(the default), then a server can fail any number of ICMP probes and will still be marked up as long as it continues to
respond to TCP probes.

If a server does not respond to an ICMP echo request and no other probes are configured, the server is marked down,
and Equalizer continues to send ICMP requests to the server’s IP address. If an ICMP echo response is subsequently
received, the server is marked up again.

ICMP probing can be turned off by disabling the ICMP probe flag in the global parameters. This turns ICMP echo
requests off for all clusters. (ICMP probes do not use any of the timeouts and parameters defined in the following
section for High Level Probes.)

Note — Responding to ICMP echo requests is an option on most server platforms. If ICMP echo reply is disabled
on one or more of the servers your configuration, then you may want to disable ICMP echo requests on Equalizer
to reduce traffic between Equalizer and the servers, and rely solely on the other probing mechanisms.

High Level TCP and ACV Probes

Equalizer sends High Level Probes to every server at the interval specified by probe delay (default: 10 seconds). By
default, TCP probes are enabled for all servers, and ACV probes can be enabled for individual clusters. Both probes
must complete within the same probe timeout period, and are controlled by the same set of parameters, as
summarized in the following figure.
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Figure 58 Probe timeout parameters

The parameters shown in the figure above determine how high level TCP and ACV server probes are handled, as
follows:

4. Equalizer begins a TCP probe by sending a TCP SYN packet to the server:

e If the server and Equalizer negotiate a three-way TCP handshake (SYN, SYN/ACK, ACK) within the
probe timeout period, go to Step 2.

e If the server and Equalizer do not handshake within the probe timeout period, Equalizer marks the
server failing and begins sending strikeout probes; go to Step 3.
5. Equalizer then determines whether or not to send the server an ACV probe:

e If ACV Probe and ACV Response are not defined for the cluster to which the server belongs,
Equalizer marks the server up and waits for the probe delay period before it starts the HLP process
again at Step 1.
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* If ACV Probe and ACV Response are defined for the cluster to which the server belongs, the ACV
Probe string is sent to the server. This is done as part of the same connection as the TCP probes, so the
same probe timeout period also applies to the ACV probe (i.e., the probe timeout timer is not reset):

 If the server responds to the ACV probe before the probe timeout expires, it is
marked up, and Equalizer waits for the probe delay period before it starts the HLP
probing process again at Step 1.

« |If the server does not respond to the ACV probe before the probe timeout expires,
Equalizer marks the server failing and starts sending strikeout probes; go to Step 3.

6. This step is only performed when a server does not respond to a TCP or ACV probe within the probe timeout,
and is marked failing. Before marking a failing server as down, Equalizer sends a number of additional probes
equal to the number specified by the strikeout threshold parameter. The time between these strikeout probes is
specified by probe interval parameter:

» Ifthe failing server does not respond to any of the strikeout probes, it is marked down. Equalizer then
continues sending TCP probes to the server using probe interval as the minimum delay between
probes. If a response is ever received, Equalizer marks the server up and waits for the probe delay
period before it starts the HLP process again at Step 1.

« If afailing server responds to one of the strikeout probes, Equalizer marks the server up and waits for
the probe delay period before it starts the HLP process again at Step 1.

The following figure shows the relationship between the probe timeout and probe delay parameters in a successful
probing sequence.

TCP
_p;&nt ®  Server
— TCP 4= ACY
reply
F:E: rn: tE ’ Sarver
- ’“‘C;"r » TCP
repy —probe—
sent
TIME -
r probe timeout T probe delay T

Figure 59 Successful probe sequence timeline

A server must respond to both High Level Probes (TCP and ACV) before the probe timeout elapses. Equalizer then
waits for the probe delay time period before it sends the next TCP probe to the same server. Note that the probe
delay value is the minimum time between successful probes; the observed time may be longer for large
configurations with many servers, during periods of high traffic, or due to Equalizer adjusting the delay internally to
prevent server probes from consuming too much bandwidth on the network interface.

In a network configuration where there is high latency between server probes and responses, the probe mechanism
may falsely report that a server is down; this is indicated by messages in the event log indicating that a server is
down and then comes back up again after a short period of time.

You can increase the probe timeout and the probe delay parameters to reduce the number of false server down
conditions reported by the probing mechanism.
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The figure below shows the relationship between the probe timeout and probe interval parameters when a server
does not respond to a High Level Probe.

Server marked failing Server marked down
—HLF sent— Z
first strikeout—m
—sgecond sirlkeout
TIME -
T probe timeout T T probe interval T

Figure 60 Unsuccessful probe timeout timeline

In the figure above, a High Level Probe (HLP) is sent to a server, which does not respond before the server timeout
elapses. Equalizer marks the server as failing and sends two additional HLP probes (the default value of strikeout
threshold is 2).

The probe interval specifies the time between these additional probes. If the server does not respond to either of
these probes, it is marked down.

Note that the time periods between probes specified by the probe interval and probe delay values are minimum
times. The observed time may be longer for large configurations with many servers, during periods of high traffic, or
due to Equalizer adjusting the delay internally to prevent server probes from consuming too much bandwidth on the
network interface. In addition, settings below 5 have the same effect as a setting of 5, since the Equalizer probe
daemon cycles through the server probes every 5 seconds.

The range of values for each HLP parameter is shown in the table below. These apply to TCP and ACV probes only:

Parameter Minimum Default Maximum Units
probe timeout 1.0 10.0 60.0 | seconds
probe delay 0.0 10.0 60.0 | seconds
probe interval 0.5 20.0 25.0 | seconds
strikeout threshold 1 2 6 | integer
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Server Agent Probes

A server agent is a custom written application that runs on a server and listens on a specific port (default: 1510).
When a connection request is received on that port, the server agent returns an integer value between -1 and 100 that
indicates the relative load on the server (-1 meaning the server should be considered unavailable, 0 meaning very
lightly loaded, and 100 meaning heavily loaded). Server agents can be used with any cluster type, and have an effect
on all load balancing policies except round robin, which ignores server agent return values.

By default, server agents are disabled on all new clusters. To enable server agents for a cluster, you need to write the
agent, install and run it on each server in the cluster, and then enable server agents for the cluster on Equalizer.

Agent Probe Process

When Equalizer connects to the port on which the server agent is running, it uses the number returned by the agent
in its load balancing calculations, with the server agent policy giving highest preference to the server agent’s return
value over other factors.

The number returned by the agent to Equalizer is intended to indicate the current load on the server. The agent
application that runs on the server can be written in any available scripting or programming language and can use
any appropriate method to determine server load. The result must be an integer between -1 and 100 returned on the
server agent port.

When enabled, server agents should be running on all servers in the cluster; however, by default, a server is not
marked down when an agent value is not returned. Equalizer continues load balancing without the server agent
return value unless the cluster parameter require agent response is enabled; if it is, Equalizer must receive an agent
response or the server is marked down.

Note that server agent probing does not use any of the timeout values defined in the previous sections for High
Level Probes. For example:

» The period of time between server agent probes to a server can be as short as one second. To introduce a
timed delay, introduce a delay into the server agent code (for example, sleeping for 20 seconds). This does
have the disadvantage of leaving the server agent port connection open for at least the length of the delay,
but does reduce the frequency of agent probes.

» The period of time that Equalizer will wait for an agent response before marking it down is determined
internally by Equalizer and cannot be adjusted by the administrator.

Enabling and Disabling Server Agents

Server agents are enabled for a cluster by turning on the server agent cluster flag, which sets the server agent port
parameter to the default value of port 1510. A connection to the server agent is opened on the server agent port
specified up to every second -- depending on the cluster configuration, system load, and whether or not the server
agent itself introduces a delay.

The agent probe cluster parameter specifies an optional string that is sent to the server agent port by Equalizer
when it open a connection. This is not used by default, but is provided for those agents (such as agents written in
Java) that require input before they reply to the probe. Agents written in C or perl, for example, usually don’t require
input in order to return the agent value.

Server agent probing is disabled by setting the server agent port parameter to 0. Disabling the server agent flag
automatically sets the port to O.
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Using Reserved IP Addresses

Equalizer supports placing servers on reserved, non-routable networks such as the class A network 10.0.0.0 and
the class C network 192.168.0.0. In environments in which the conservation of IP addresses is important, using
reserved IP addresses can minimize the number of “real” IP addresses needed.

For example, an ISP hosting several hundred unique web sites replicated on three servers might not want to assign
real IP addresses for all of them because each virtual cluster would consume four addresses: three on the back-end
servers and one for the virtual cluster. In this case, the ISP might use 10.0.0.0 (the now-defunct Arpanet) as the
internal network and assign virtual server addresses out this network for the servers. Figure 67 illustrates a typical
reserved internal network.

=~
Client
Rout § Name External
outer Server Network
- o 199.145.85.0
. =~
NS
Equalizer
2
Internal
Servers Network
10.0.0.0

Figure 61 Reserved Internal Network

If servers placed on a non-routable network need to communicate with hosts on the Internet for any reason (such as
performing DNS resolution or sending email), you must configure Equalizer to perform outbound NAT (network
address translation). When you have enabled outbound NAT, Equalizer translates the source IP address in all packets

Equalizer Installation and Administration Guide 185



Appendix C: Using Reserved IP Addresses

originating from the servers on the reserved network to Equalizer’s external IP address. This way, clients will not see
packets originating from non-routable addresses.

Note — Enabling outbound NAT requires additional processing for each server response. If your servers do not
need to initiate connections with hosts on the internet, disabling outbound NAT will improve performance.

To enable Equalizer to perform outbound NAT, follow these steps:
1. Open the Equalizer Administration Interface and log in under edit mode.

2. Inthe left frame, click the Equalizer (or system name) entry near the top of the object tree. In the right frame,
select the Networking tab.

3. Enable the enable outbound NAT check box.

4. Click the commit button.

Note — If you have two Equalizers deployed in a dual network Failover configuration, be sure to use the same
outbound NAT setting on both Equalizers.

You will find a worksheet for configuring and using reserved IP addresses in “Sample Configuration Worksheets” on
page 18.
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Regular Expression Format

Equalizer supports only IEEE Std 1003.2 (POSIX.2) regular expressions in Match Rules. There are many other
variants and extensions of regular expressions, including those found in Perl, Java, various shell languages, and the
traditional Unix grep family of utilities; these variants are not supported in Match Rules.

Regular expressions can be difficult to create and debug, and can use significant system resources to process. We
recommend you use regular expressions only when no other Match Rule function will provide the functionality you
require.

To aid in creating correct and efficient regular expressions, you can use a regular expression evaluator; many of
these are available for download on the internet. Two free online regular expression evaluators are also available at
the following websites:

http://www._rexv.org/ (choose POSIX tab)
http://www.projects.aphexcreations.net/rejax/ (choose PHP POSIX Language)

Terms

The terms in this section describe the components of regular expressions.

» Avregular expression (RE) is one or more non-empty branches, separated by pipe symbols (]). An
expression matches anything that matches one of the branches.

» A branch consists of one or more concatenated pieces. A branch matches a match for the first piece,
followed by a match for the second, and so on.

e Anpiece is an atom optionally followed by a single *, +, or ?, or by a bound.
» Anatom followed by an asterisk matches a sequence of 0 or more matches of the atom.
*  Anatom followed by a plus sign matches a sequence of 1 or more matches of the atom.
» Anatom followed by a question mark matches a sequence of 0 or 1 matches of the atom.

» A bound consists of an open brace ({) followed by an unsigned decimal integer, between 0 and 255
inclusive. You can follow the first unsigned decimal integer with a comma, or a comma and a second

unsigned decimal integer. Close the bound with a close brace (}). If there are two integers, the value of the
first may not exceed the value of the second.

Learning About Atoms

An atom followed by a bound that contains one integer i and no comma matches a sequence of exactly i matches of
the atom. An atom followed by a bound that contains one integer i and a comma matches a sequence of i or more
matches of the atom. An atom followed by a bound containing two integers i and j matches a sequence of i through j
(inclusive) matches of the atom. An atom can consist of any of the following:

» Avregular expression enclosed in parentheses, which matches a match for the regular expression.

» Anempty set of parentheses, which matches the null string.
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¢ A bracket expression.

e A period (.), which matches any single character.

e A carat (), which matches the null string at the beginning of a line.
e Adollar sign ($), which matches the null string at the end of a line.

e Abackslash (\) followed by one of the following characters: ~.[$()]*+?{\, which matches that character
taken as an ordinary character.

¢ A backslash (\) followed by any other character, which matches that character taken as an ordinary
character (as if the \ had not been present).

¢ Asingle character with no other significance, which simply matches that character. Note that regular
expressions are case-insensitive.

* Anopen brace ({) followed by a character other than a digit is an ordinary character, not the beginning of a
bound. It is illegal to end a real expression with a backslash (\).

Creating a Bracket Expression

A bracket expression is a list of characters enclosed in brackets ([...] ). It normally matches any single character
from the list. If the list begins with ~, it matches any single character not from the rest of the list. Two characters in a
list that are separated by '-' indicates the full range of characters between those two (inclusive) in the collating
sequence; for example, '[0-9]' in ASCII matches any decimal digit. It is illegal for two ranges to share an endpoint;
for example, 'a-c-e'. Ranges are very collating-sequence-dependent, and portable programs should avoid relying on
them.

e Toinclude a literal 'T" in the list, make it the first character (following an optional "').
« Toinclude a literal -', make it the first or last character, or the second endpoint of a range.

« Touse a literal -' as the first endpoint of a range, enclose it in '[." and ".]' to make it a collating element (see
below).

With the exception of these and some combinations using '[' (see next paragraphs), all other special characters,
including '\, lose their special significance within a bracket expression.

Within a bracket expression, a collating element (a character, a multi-character sequence that collates as if it were a
single character, or a collating-sequence name for either) enclosed in '[.' and '.]' stand